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## Abstract

This thesis presents a comprehensive exploration of the rough Heston model as a means to enhance financial derivative pricing and calibration in the context of the complex behavior of market volatility. Recognizing the limitations of classical models, such as the Black-Scholes and the standard Heston model, which assume constant or meanreverting volatility, this research delves into the application of rough volatility models that account for the empirical 'memory' effect observed in financial markets. These models, inspired by the fractional Brownian motion with a Hurst parameter less than 0.5 , offer a more accurate representation of the volatility surface.

A significant portion of the thesis is dedicated to the development of a novel cosine tensor network that expedites the supervised learning of the characteristic function of the lifted Heston model. This advancement is pivotal for the rapid pricing and calibration of European options under the rough Heston framework. The cosine tensor network, leveraging the characteristic function's availability, enables the efficient application of Fourier-based methods, such as the COS method, for option pricing. This approach is further extended to the pricing of path-dependent options like barrier and Bermudan options through the 2-dimensional COS method.

The thesis is methodically structured, beginning with a foundational overview of option pricing and volatility, followed by a literature review that situates rough volatility within the broader context of quantitative finance. Subsequent chapters detail the mathematical framework of the rough Heston model, its derivation from market microstructures, and the introduction of the lifted Heston model as a multi-factor approximation.

Empirical analysis is provided to validate the lifted Heston model against traditional methods, demonstrating its superior performance and accuracy. The thesis culminates in the presentation of a new calibration method, supported by real market data, and a novel benchmark for pricing complex derivatives under the rough Heston model.

The research encapsulated in this thesis not only sets a new standard for computational speed and precision in the pricing and calibration of financial derivatives under the rough Heston model but also opens avenues for future research, particularly in the application of rough volatility models to other areas of financial mathematics.
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## 1

## INTRODUCTION

Financial markets have always been the epicenter of global economic dynamics, with their behavior influencing decisions ranging from individual investments to national fiscal policies. Understanding, predicting, and quantifying market volatility stands as one of the paramount challenges in the realm of quantitative finance. Over the decades, an assortment of models have been proposed to capture the intricacies of this volatility, each with its own strengths and weaknesses.

The classical Black-Scholes model, which paved the way for modern financial mathematics, assumed constant volatility-a simplification that would soon be challenged by real market behaviors. Subsequent models like the Heston model and stochastic volatility models brought in randomness to the volatility itself, offering a more realistic portrayal of market dynamics. However, while these models were more sophisticated, they still often failed to completely capture the rough and irregular nature of actual market volatility.

Enter the concept of rough volatility. Pioneered by researchers like [1],[2] or [3], rough volatility models build upon the observation that the volatility surface in financial markets exhibits behavior akin to fractional Brownian motion, particularly with a Hurst parameter less than $0.5 . H<0.5$ suggests that volatility exhibits a sort of "memory" effect. This means that large moves tend to be followed by small moves and small moves by large moves, with this dependence decaying very slowly. This notion of 'roughness' in volatility aligns with the empirical features seen in high-frequency data, leading to models that not only better fit historical data but also offer more precise tools for derivative pricing. However, due to the memory effect rough volatility models do not enjoy the Markov property and classical pricing methods like the PDE approach are not applicable while the well-known Monte-Carlo simulation is converging even slower due to the fractional nature of these models.

With this groundwork of rough volatility, it becomes intuitive to reassess and adapt
classical models to better capture market dynamics. Among the myriad of models in the financial literature, the Heston model, known for its portrayal of volatility as a meanreverting process, becomes a prime candidate for revision. Enter the rough Heston model, an innovative fusion that leverages the empirical consistency of rough volatility while retaining the structural advantages of the Heston framework, paving a new path for robust derivative pricing and risk management.

A pivotal advantage of the rough Heston model is the availability of its characteristic function [3]. This facilitates efficient pricing and calibration techniques, especially when combined with trans-formative mathematical tools. One approach to leverage this is through Fourier-based methods. One of the most popular methods of this type is the COS method, introduced by Fang and Oosterlee in [4]. The essence of the method lies in approximating the probability density function, which appears in the expectation, through the use of its Fourier-cosine series expansion. It has been established that the Fourier-cosine series coefficients have a closed-form solution with the characteristic function. This allows the COS method to be applied to a broad class of asset price processes for which the characteristic function is available [4]. For smooth density functions, the COS method is optimal in terms of error convergence and computational complexity for European options. In case the bi-variete characteristic function between two processes is known, we can make use of the 2-dimensional COS method introduced by [5]. This enables us to price path-dependent options like barrier and Bermudan options efficiently.

In this thesis, we introduce a novel cosine tensor network that significantly enhances the supervised learning of the characteristic function (ch.f) of the lifted Heston model, a cornerstone in our method for fast pricing and calibration of European options under the rough Heston framework. This innovative approach not only establishes a new benchmark for pricing barrier and Bermudan options within this domain but also enables the use of gradient-based optimization methods. Thanks to the efficiency of the cosine tensor network, we can calibrate the lifted Heston model against market quotes in under one minute, marking a substantial improvement in computational speed and efficiency. Broadly speaking, our work provides a comprehensive toolkit for pricing various derivatives under the rough Heston model, catering to the industry's need for speed and precision.

This thesis is structured as follows. In Chapter 1, we give a broad introduction to option pricing and volatility as well as describe the fundamentals of rough volatility models and their advantages opposite of classical stochastic volatility models like the classical Heston model. In the following chapter, we give a broad overview of the fundamentals of option pricing and implied volatility to understand the benefits of rough volatility. Finally, the rough volatility concept which is the base of the rough Heston model is explained by introducing the fractional Brownian motion and the rough fractional stochastic volatility model.

This is followed by a broad literature review in the world of option pricing and implied volatility as well as the mathematical foundations and the beginning of rough volatil-
ity and its advantages in comparison to classical stochastic volatility models.
In Chapter 3, we define the mathematical framework in order to solve the problems to be able to efficiently price and calibrate derivatives under the rough Heston model.

After introducing Hawkes Processes at the end of chapter 3, chapter 4 starts with the derivation of the rough Heston model from the microstructural market interactions (and the following facts of the electronic trading market). Moreover, we introduce the multifactor approximation of the rough Heston model, the so-called Lifted Heston model.

In Chapter 5, we introduce the characteristic function of each of the models in order to use Fourier-based methods to price European options as presented in the following chapter.

In Chapter 6, we give a detailed analysis in order to justify the lifted Heston model as our benchmark method for pricing European options. To do so, we give a brief introduction to the Adams scheme to approximate the characteristic function of the rough Heston model, as well as the implicit-explicit Euler in order to get the characteristic function of the lifted Heston model. Moreover, we give some numerical results comparing both methods in terms of performance as well as accuracy.

Chapter 7 is the first major contribution to this thesis. We use our newly developed cosine network based on canonical polyadic decomposition (CPD) as our supervised machine learning technique in order to price European options in a very fast and efficient way, without using any black-box neural networks. We also present some numerical results calculating single option pricing processes as well as the whole implied volatility surface.

In Chapter 8, we introduce a new calibration method based on the characteristics of our novel pricing method derived in Chapter 6. We also give some numerical results based on real market data.

In the next chapter, we introduce a novel benchmark method for pricing Barrier and Bermudan options under the rough Heston model. For this purpose, we present the bivariate characteristic function between log-stock and volatility process driven by a fractional Brownian motion, as well as the 2D COS method to price options which enables us to price path-dependent options under the rough Heston model.

Finally, in chapter 10, the thesis is concluded with a summary of the results and some future research recommendations.

## 2

## Literature Review

### 2.1. Option Basics and Implied volatility

An option is a financial derivative that gives the buyer the right to trade an underlying asset at a predetermined price. Generally speaking, an option gives the holder of the option the option to buy or sell an asset in the future without any obligations. There is a key difference between put options and call options.

A call option gives the holder the right to buy an asset, while a put option gives the right to sell the option. In general, there are different types of options. In this thesis, we mainly focus on European style options, Barrier options, and Bermudan options [6].

### 2.1.1. European Options

European-style options can only be exercised at a pre-specified date, which is known as the maturity of the option. Moreover, the option will only be exercised if the holder of the option makes a profit. For example, for a European call option, a profit is made when the asset price $S$ is bigger than the pre-determined price, called strike price $K$, at maturity $T$. Equivalently for the put option a profit is made once the asset price is smaller than the strike price at maturity. This results in the following payoff functions [6].

$$
\begin{align*}
& V_{\text {call }, T}=\max \left(S_{T}-K, 0\right), \\
& V_{\text {put }, T}=\max \left(K-S_{T}, 0\right) . \tag{2.1}
\end{align*}
$$

### 2.1.2. BERMUDAN Options

Bermudan style options can be exercised at multiple pre-specified dates before maturity called the observation dates. A European option is a Bermudan option with only one possible exercise date [7]. Analogously, a Bermudan call option gives the option holder the right to buy the underlying asset $S$ at any of the observation dates at strike price $K$, while a Bermudan put option gives the holder the right to sell $S$ at strike $K$ at any of the


Figure 2.1: Payoff function for a European call and put option with $K=50$.
exercise dates. Hence the payoff profile for Bermudan call and put options is the same as the one for European options at any arbitrary observation date [8].

### 2.1.3. BARRIER Options

Last but not least, we want to introduce Barrier options. Discretely monitored "out" barrier options are options that cease to exist if the asset price hits a certain barrier level, $B$, at one of the pre-specified observation dates. If $B>S_{0}$, they are called "up-and-out" options, and "down-and-out" otherwise. The payoff for an up-and-out option reads

$$
\begin{align*}
& V_{\text {call }, T}=\max \left(\left(S_{T}-K\right), 0\right) \mathbf{1}_{\left\{S_{t_{i}<B}\right\}},  \tag{2.2}\\
& V_{\text {put }, T}=\max \left(\left(K-S_{T}\right), 0\right) \mathbf{1}_{\left\{S_{t_{i}}<B\right\}},
\end{align*}
$$

where $\mathbf{1}_{A}$ is the indicator function defined as

$$
\mathbf{1}_{A}= \begin{cases}1 & \text { if } A \text { is not empty } \\ 0 & \text { otherwise }\end{cases}
$$

### 2.1.4. Option Pricing

Definition 2.1.1. (Arbitrage). An investment strategy is called an arbitrage if the value process $V$ of the strategy satisfies the following two properties: - $\mathbb{P}\left(V_{T}>(1+r) V_{0}\right)>0-$ $\mathbb{P}\left(V_{T} \geq(1+r) V_{0}\right)=1$, where $r$ denotes the risk-free interest rate in a money-savings account and $T$ is the maturity time.

In other words, the no-arbitrage principle assures that there is never an opportunity to make a risk-free profit that gives a greater return than that provided by the interest from a bank deposit.

One of the most important results in option value theory is the derivation of the partial differential equation (PDE) by Fischer Black and Myron Scholes to price European


Figure 2.2: Payoff function for a Barrier call and put option with $K=50, B_{\text {call }}=80$ and $B_{\text {put }}=20$.
options, published in 1973 [9]. Assuming that the asset price process $S$ is modeled according to a geometric Brownian motion, the value of a European option can be represented as the solution of the following PDE,

$$
\begin{equation*}
\frac{\partial V}{\partial t}+r S \frac{\partial V}{\partial S}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} V}{\partial S^{2}}-r V=0 \tag{2.3}
\end{equation*}
$$

The Black-Scholes Partial Differential Equation (PDE) is derived through a series of steps, one of which includes creating what's known as a replicating portfolio. This portfolio is a mix of the underlying asset, like a stock, and a risk-free asset, typically bonds or cash, designed to mimic the returns of an option. The idea is to adjust the amounts of the stock and the risk-free asset so that the portfolio's value moves in tandem with the option's value over time.
According to the principle of no-arbitrage, which states that you can't have a free lunch in the market, two portfolios that offer the same payoff must be priced equally. Therefore, the value of the option should always match the value of the replicating portfolio. Black and Scholes used this concept to derive their famous pricing equation for European options. However, there's another way to arrive at the Black-Scholes PDE, and that's through the use of martingale theory. This alternative method involves defining a 'risk-neutral' probability measure. Under this measure, the expected growth rate of the underlying asset, when adjusted for risk, is the same as the growth rate of a risk-free asset. The First Fundamental Theorem of Asset Pricing (FTAP1) backs up this approach by confirming that if the market doesn't allow for arbitrage opportunities, such a riskneutral measure must exist.
Both methods ultimately provide a mathematical foundation for pricing options in a way that rules out the possibility of making a riskless profit through arbitrage. By using this measure, the expected value of the option at maturity can be discounted to its value at time $t<T$,

$$
\begin{aligned}
V_{t} & =\mathbb{E}^{\mathbb{Q}}\left[e^{-r(T-t)} V_{T}\right] \\
& =\mathbb{E}^{\mathbb{Q}}\left[e^{-r(T-t)} H(S, T)\right],
\end{aligned}
$$

where $H(T, S)$ denotes the payoff function of the option. The measure $\mathbb{Q}$ indicates that the expectation is taken under the risk-neutral measure. Hence, the value of the option can be derived either by solving the pricing PDE presented or by evaluating the discounted expected payoff. As mentioned above, by the no-arbitrage principle, these approaches should ultimately lead to the same value. The equivalence of both approaches is proved in the famous Feynman-Kac theorem, which connects the discounted expectation as the closed-form solution to the Black-Scholes PDE.

### 2.1.5. Implied volatility

In order to price options before maturity, quantitative models are chosen. The most famous one is the Black-Scholes model invented by Fischer Black and Scholes [9]. In this model, the interest rate $r$ and volatility $\sigma$ are supposed to be constant while the stock price follows a geometric Brownian motion, i.e.

$$
d S_{t}=\mu_{t} S_{t} d t+\sigma_{t} S_{t} d W_{t}
$$

With the above-mentioned Feynman-Kac Theorem, we get the price of a European call option by solving the discounted expectation under the risk-neutral measure $\mathbb{Q}$, i.e.

$$
V_{\text {call }, t}=e^{-r(T-t)} \mathbb{E}\left[\left(S_{T}-K\right) \mathbf{1}_{\left\{S_{T}>K\right\}} \mid \mathscr{F}_{t}\right] .
$$

Solving this leads to the famous Black-Scholes price of a European call option [8] denoted by

$$
V_{\text {call }, t}=S_{T} \Phi\left(d_{1}\right)-K e^{-r(T-t)} \Phi\left(d_{2}\right)
$$

where $\Phi$ is the cumulative distribution function of a standard normal and

$$
\begin{gathered}
d_{1}=\frac{\log \left(S_{t} / K\right)+\left(r+\frac{1}{2} \sigma^{2}\right)(T-t)}{\sigma \sqrt{T-t}}, \\
d_{2}=d_{1}-\sigma \sqrt{T-t}
\end{gathered}
$$

The Black-Scholes model is widely recognized for its simplicity and the powerful framework it provides for option pricing. However, one of its main limitations is the assumption that volatility remains constant over time. Despite this, the model's analytical solution is quite useful in practice. It allows for the calculation of implied volatility through root-finding algorithms. For instance, by observing market prices of options and applying these computational techniques, one can back out the volatility that is implied by current market conditions. Hence, we have to solve

$$
\begin{equation*}
V_{B S}\left(\sigma_{\text {market }}, S_{t}, r, t, K, T\right)=V_{\text {market }}, \tag{2.4}
\end{equation*}
$$

where $V_{B S}\left(\sigma_{\text {market }}, S_{t}, r, t, K, T\right)$ is the Black-Scholes formula induced with the volatility implied by the market. By knowing this formula we can either calculate the implied volatility when the options price $V_{t}$ is given or analogously can calculate the price of the option using the given implied volatility [10].

As mentioned, in order to solve 2.4, root-finding methods can be applied such as Newton-Raphson.

## Newton-Raphson Algorithm

We apply the Newton-Raphson algorithm [11] in order to find the implied volatility. Let $\sigma_{0}$ be a good estimate of $r$ and let $r=\sigma_{0}+h$. Since the true root is $r$, and $h=r-\sigma_{0}$, the number $h$ measures how far the estimate $\sigma_{0}$ is from the truth.

Since $h$ is 'small,' we can use the linear (tangent line) approximation to conclude that

$$
0=f(r)=f\left(\sigma_{0}+h\right) \approx f\left(\sigma_{0}\right)+h f^{\prime}\left(\sigma_{0}\right)
$$

and therefore, unless $f^{\prime}\left(\sigma_{0}\right)$ is close to 0 ,

$$
h \approx-\frac{f\left(\sigma_{0}\right)}{f^{\prime}\left(\sigma_{0}\right)} .
$$

It follows that

$$
r=\sigma_{0}+h \approx \sigma_{0}-\frac{f\left(\sigma_{0}\right)}{f^{\prime}\left(\sigma_{0}\right)} .
$$

Our new improved estimate $x_{1}$ of $r$ is therefore given by

$$
\sigma_{1}=\sigma_{0}-\frac{f\left(\sigma_{0}\right)}{f^{\prime}\left(\sigma_{0}\right)}
$$

The next estimate $\sigma_{2}$ is obtained from $\sigma_{1}$ in exactly the same way as $\sigma_{1}$ was obtained from $\sigma_{0}$ :

$$
\sigma_{2}=\sigma_{1}-\frac{f\left(\sigma_{1}\right)}{f^{\prime}\left(\sigma_{1}\right)}
$$

Continue in this way. If $\sigma_{n}$ is the current estimate, then the next estimate $\sigma_{n+1}$ is given by

$$
\begin{equation*}
\sigma_{n+1}=\sigma_{n}-\frac{f\left(\sigma_{n}\right)}{f^{\prime}\left(\sigma_{n}\right)} \tag{2.5}
\end{equation*}
$$

In our context of European call options, we find that

$$
\begin{equation*}
f(\sigma)=V_{\text {market }}-V_{B S}\left(\sigma_{\text {market }}, S_{t}, r, t, K, T\right)=0, \tag{2.6}
\end{equation*}
$$

while

$$
\begin{equation*}
f^{\prime}(\sigma)=-\frac{d}{d \sigma} V_{B S}\left(\sigma_{\text {market }}, S_{t}, r, t, K, T\right) \tag{2.7}
\end{equation*}
$$

is the so called option vega which is known in closed form solution denoted by

$$
\begin{equation*}
f^{\prime}(\sigma)=-K \mathrm{e}^{-r\left(T-t_{0}\right)} f_{\mathcal{N}(0,1)}\left(d_{2}\right) \sqrt{T-t_{0}} \tag{2.8}
\end{equation*}
$$

with $f_{\mathcal{N}(0,1)}(\cdot)$ the standard normal probability density function, $t_{0}=0$, and

$$
d_{2}=\frac{\log \left(\frac{S_{0}}{K}\right)+\left(r-\frac{1}{2} \sigma^{2}\right)\left(T-t_{0}\right)}{\sigma \sqrt{T-t_{0}}}
$$

### 2.2. Classical Heston Model

To address the limitations of the Black-Scholes model, particularly its assumption of constant volatility, numerous alternative models have been proposed. Among the more prominent is the Heston model [12]. In this paper, this model retains the geometric Brownian motion for asset price dynamics but introduces a key innovation: volatility itself is treated as a stochastic process. Specifically, volatility follows an Ornstein-Uhlenbeck process, which allows it to vary over time in a mean-reverting manner. This ultimately results in the following representation.

$$
\begin{align*}
& d S(t)=\sqrt{v(t)} S(t) d W_{t}  \tag{2.9}\\
& d v(t)=\kappa[\bar{v}-v(t)] d t+v \sqrt{v(t)} d B_{t},
\end{align*}
$$

with initial conditions

$$
\begin{aligned}
& S(0)=S_{0} \geq 0, \\
& v(0)=v_{0} \geq 0 .
\end{aligned}
$$

In this case, the parameters $\kappa, \bar{v}, v_{0}$ and $v$ are positive describing the speed of mean reversion, the long-term variance, the instantaneous variance, and the volatility of the volatility respectively. $W$ and $B$ are two Brownian motions with correlation coefficient $\rho$, that is $\left\langle d W_{t}, d B_{t}\right\rangle=\rho d t$.

Using the Heston model the implied volatility surface can be represented as shown in 2.3. Hence, it is more suitable for modeling market option prices, as The Heston model's ability to generate a volatility surface that aligns more closely with observed market data underscores its advantage over the Black-Scholes model, which assumes a flat volatility surface [10].

Implied Volatility Surface


Figure 2.3: Implied volatility surface created using the Heston dynamics with parameters $\rho=-0.4, \bar{v}=0.056$,

$$
v=0.15, \kappa=2.0 \text { and } v_{0}=0.060
$$

### 2.3. Rough Volatility

### 2.3.1. Fractional Brownian motion

We first give an idea of what it means to have rough volatility. For this purpose, we introduce fractional Brownian motions. In order to define fractional Brownian motions, we first define $\alpha$-Hölder continuity

Definition 2.3.1. A path $X:[0, T] \rightarrow E$ is $\alpha$-Hölder continuous for $\alpha>0$ if $\|x\|_{\alpha}<\infty$, with

$$
\begin{equation*}
\|x\|_{\alpha}:=\sup _{t \neq s} \frac{\left|X_{t}-X_{s}\right|}{|t-s|^{\alpha}} \tag{2.10}
\end{equation*}
$$

A $\alpha$-Hölder path is said to be a rough path when the path itself is $\alpha^{\prime}$-Hölder continous for every $\alpha^{\prime}>\alpha$ and $\alpha \leq \frac{1}{2}$. The rough path we need to define rough volatility is the fractional Brownian motion introduced by Mandelbrodt and van Ness. Fractional Brownian motion is a generalized version of Brownian motion where the increments are not independent anymore. The fractional Brownian motion can be defined by the following Mandelbrot - van Ness representation [13].

Definition 2.3.2. (Fractional Brownian motion (fBM))

$$
\begin{equation*}
W_{t}^{H}=\frac{1}{\Gamma(H+1 / 2)}\left[\int_{-\infty}^{0}\left((t-s)^{H-1 / 2}-(-s)^{H-1 / 2}\right) d W_{s}+\int_{0}^{t}(t-s)^{H-1 / 2} d W_{s}\right], \tag{2.11}
\end{equation*}
$$

where $H \in(0,1)$ is called the Hurst parameter and $\Gamma(\cdot)$ is the gamma function.
It can easily be derived that for $H=\frac{1}{2}$ the process coincides with the classical Brownian motion. The fractional Brownian motion has two important propositions on the increments.

Proposition 2.3.1. The covariance function of the fractional Brownian motion is denoted by

$$
\begin{equation*}
\mathbb{E}\left[W_{t}^{H} W_{s}^{H}\right]=\frac{1}{2}\left(|t|^{2 H}+|s|^{2 H}-|t-s|^{2 H}\right) . \tag{2.12}
\end{equation*}
$$

From this equation, it can be observed that for $H<\frac{1}{2}$ the increments of the fBM are negatively correlated and for $H>\frac{1}{2}$ the increments are positively correlated. Intuitively one could say that $H<0.5$ signifies anti-persistent behavior, where significant changes tend to be followed by smaller ones, introducing some predictability. $H>0.5$ indicates persistent behavior, where significant changes are more likely to be followed by further significant changes, making predictions less straightforward.

Proposition 2.3.2. For any $t \in \mathbb{R}, \Delta \geq 0, q>0$, we find that

$$
\begin{equation*}
\mathbb{E}\left[\left|W_{t+\Delta}^{H}-W_{t}^{H}\right|^{q}\right]=K_{q} \Delta^{q H} . \tag{2.13}
\end{equation*}
$$

As a result, for $H<\frac{1}{2}$ the fBM is an $\alpha$-Hölder rough path. Hence throughout this thesis, we only consider $H<\frac{1}{2}$.


Figure 2.4: Fractional Brownian motion with different Hurst parameter

### 2.3.2. Rough Volatility

As we have introduced above volatility can be modeled in terms of very regular paths in the case of the well-known Black Scholes model or with a regularity really close to that of the classical Brownian motion in the case of stochastic volatility like the Heston model. However, there are two main reasons for the introduction of rough volatility models.
(a) Better fitting of stochastic volatility models

For this purpose, we take a look at the term structure of at-the-money volatility skew, which is defined as

$$
\begin{equation*}
\psi(\tau):=\left|\frac{\partial}{\partial k} \sigma_{\mathrm{BS}}(k, \tau)\right|_{k=0} \tag{2.14}
\end{equation*}
$$

[14] showed in his paper that for small-time maturities the ATM volatility skew is of the form

$$
\begin{equation*}
\psi(\tau) \sim \tau^{H-1 / 2} \tag{2.15}
\end{equation*}
$$

when the volatility process follows a fractional Brownian motion with Hurst parameter H. Hence, 2.14 is called Fukusawa's approach.
In Gatheral's study [1], it is noted that the market's observed term structure of volatility can be effectively approximated by a power-law function of the time to expiry.

$$
\begin{equation*}
\psi(\tau)=A \tau^{H-1 / 2} \tag{2.16}
\end{equation*}
$$

However, stochastic volatility models like the classical Heston model generate an ATM term structure that is constant for small $\tau$ and somewhat behaves like a sum of decaying exponentials for larger $\tau$. As we can see in 2.5 and 2.6, the Heston model and in general any stochastic volatility models generate volatility surfaces that are not consistent with observed market data.
(b) Power-law scaling of the historical volatility process
[1] proved the roughness of the volatility by estimating the smoothness of the variance process from empirical DAX and Bund future data. The authors started by


Figure 2.5: Term structure of the at-the-money implied volatility skew of SPX options from 05.10.2023


Figure 2.6: Term structure of the at-the-money implied volatility skew created using the classical Heston dynamics vs. Fukusawa's approach: $\psi(\tau)=A \tau^{H-1 / 2}$ with $H=0.12$.
assuming that there is access to discrete observations $v_{0}, v_{\Delta}, \ldots, v_{k \Delta} \ldots$, with $k \in$ $\{0,\lfloor T / \Delta\rfloor\}$ of the volatility process $\left\{v_{t}\right\}_{t \in[0, T]}$ on a time grid $[0, T]$ with mesh $\Delta$. They further define for $q \geq 0$

$$
\begin{equation*}
m(q, \Delta)=\frac{1}{N} \sum_{k=1}^{N}\left|\log \left(v_{k \Delta}\right)-\log \left(v_{(k-1) \Delta}\right)\right|^{q} . \tag{2.17}
\end{equation*}
$$

They assume that for some $s_{q}>0$ and $b_{q}>0$

$$
\begin{equation*}
N^{q s_{q}} m(q, \Delta) \rightarrow b_{q} \tag{2.18}
\end{equation*}
$$

as $\Delta \rightarrow 0$.
Under a set of additional technical prerequisites, Equation 2.18 proposes a compelling interpretation of the volatility process. It suggests that this process is a
member of the Besov smoothness space, specifically denoted as $\mathscr{B} q, \infty^{s_{q}}$. However, it does not extend its membership to the Besov space $\mathscr{B} q, \infty^{s_{q}^{\prime}}$ where $s_{q}^{\prime}>s_{q}$.
Proposition 2.3.3. Besov Space Besov spaces are a generalization of the Sobolev function spaces, which are used as a measure for the regularity (smoothness) of a function. Hence, Besov spaces can be used as a smoothness indicator in the rough volatility environment too. For an in depth definition, we refer to [15] and [16].

From this perspective, [1] perceive $s_{q}$ as a measure of the regularity of the volatility when assessed in $l_{q}$ norm. They elaborate, functions within the bounds of $\mathscr{B}_{q, \infty}^{s}$ for all $q>0$ have the privilege of possessing the Hölder property. This property has a parameter $h$ that abides by the rule $h<s$.

The authors in [1] explore a concrete example to further illuminate this concept. Suppose $\log \left(v_{t}\right)$ as a fractional Brownian motion (fBM) with the Hurst parameter $H$. In this scenario, for any $q \geq 0$, Equation 2.18 is verifiable in probability where $s_{q}=H$. What's intriguing here is that the sample paths of this process virtually always belong to $\mathscr{B}_{q, \infty}^{H}$.
Developing further, [1] claim that if the increments of the log-volatility process maintain stationarity and if a law of large numbers can be invoked, one could perceive $m(q, \Delta)$ as an empirical reflection of

$$
\mathbb{E}\left[\left|\log \left(v_{\Delta}\right)-\log \left(v_{0}\right)\right|^{q}\right]=K_{q} \Delta^{H q} .
$$

From the Data they conclude that the Hurst parameter is $H \approx 0.1$, yielding the conclusion that volatility is indeed rough

We note that in [17] and [18] similar results were found in order to prove that the volatility process is indeed a rough one.

### 2.3.3. ROUGH FRACTIONAL STOCHASTIC VOLATILITY MODEL

After showing that the volatility is rough, [1] introduced a model called Rough Fractional Stochastic Volatility (RFSV) model where the log-volatility is driven by an Ornstein-Uhlenbeck process. They first suggested that

$$
\log \left(v_{t+h}\right)-\log \left(v_{t}\right)=v\left(W_{t+h}^{H}-W_{t}^{H}\right),
$$

where $W^{H}$ is a fBM and $v$ is a positive constant, since it should be a volatility model with constant smoothness and with a distribution similar to a Gaussian process. However, this model is not stationary and stationarity is desired for mathematical tractability and also to ensure stability of the model at very large times. Adopting a fractional OrnsteinUhlenbeck process effectively addressed this issue, resulting in a refined model formulation as follows:

$$
\begin{gathered}
v_{t}=\exp \left(X_{t}\right) \\
d X_{t}=v d W_{t}^{H}-\alpha\left(X_{t}-x\right)
\end{gathered}
$$

where $x \in \mathbb{R}$ and $\alpha$ is positive constant. For any $\varepsilon \geq 0$, the volatility process has the Hölder property of order $H-\varepsilon$, and since we know that $H$ is accepted as approximately 0.1 , this process is rough.

## 3

## Mathematical Framework

In this chapter, all the relevant mathematical tools are presented to formulate, model, and solve the rough volatility option pricing problems.

### 3.1. Stochastic calculus

Definition 3.1.1. (Filtration). $\operatorname{Let}(\Omega, \mathscr{F}, \mathbb{P})$ be a probability space. A filtration on $(\Omega, \mathscr{F}, \mathbb{P})$ is a family of sub- $\sigma$-fields $\left\{\mathscr{F}_{t}, t \geq 0\right\}$ of $\mathscr{F}$ indexed by $t \in[0, \infty)$, such that $\mathscr{F}_{s} \subset \mathscr{F}_{t}$ for every $s \leq t \leq \infty$.

Definition 3.1.2. (Adapted process). A process $X=\left\{X_{t}, t \geq 0\right\}$ is said to be adapted to a filtration $\left\{\mathscr{F}_{t}, t \geq 0\right\}$ iffor all $t \geq 0, X_{t}$ is $\mathscr{F}_{t}$ measurable.

Definition 3.1.3. (Martingale). Let $M=\left\{M_{t}, t \geq 0\right\}$ be a process defined on the probability space $(\Omega, \mathscr{F}, \mathbb{P})$ equipped with a filtration $\{\mathscr{F} t, t \geq 0\}$. Then $M$ is said to be a martingale if 1. $M$ is an adapted process. 2. For all $t \geq 0, M_{t}$ is integrable. 3. $M$ satisfies the martingale property, which reads

$$
\mathbb{E}\left[M_{t} \mid \mathscr{F}_{s}\right]=M_{s}, \quad \forall 0 \leq s<t
$$

Definition 3.1.4. (Semi-martingale). A stochastic process $X=\left\{X_{t}, t \geq 0\right\}$ is called a semimartingale if it can be decomposed as follows:

$$
X=X_{0}+M+A,
$$

where the random variable $X_{0}$ is finite and $\mathscr{F}_{0}$-measurable, the stochastic process $M$ is a local martingale and the stochastic process A has finite variation.

Definition 3.1.5. (Brownian Motion). A real-valued process $\{W(t), t \geq 0\}$ is called a Brownian motion if 1. Starting at $0: W(0)=0$. 2. Normally distributed increments: For all $0 \leq s<t, W(t)-W(s) \simeq N(0, t-s)$. 3. Independent increments: For $0 \leq t_{0}<t_{1}<\cdots<t_{n}$, the random variables $Y_{i}:=W\left(t_{i}\right)-W\left(t_{i-1}\right), i=1, \ldots, n$ are independent. 4. Continuous trajectories: The map $t \mapsto W(t)$ is continuous.

Definition 3.1.6. (Itô Integral). For any square-integrable adapted process $g(t)$ with continuous sample paths, the Itô integral is given by:

$$
I(T)=\int_{0}^{T} g(t) d W(t):=\lim _{m \rightarrow \infty} I_{m}(T), \quad \text { in } L^{2}
$$

Here, $I_{m}(T)=\int_{0}^{T} g_{m}(t) d W(t)$ for some elementary process $g_{m}(t)=\sum_{j=0}^{n-1} \eta_{j} 1_{\left[t_{j}, t_{j+1}\right]}$, satisfying:

$$
\lim _{m \rightarrow \infty} \mathbb{E}\left[\int_{0}^{T}\left(g_{m}(t)-g(t)\right)^{2} d t\right]=0
$$

where $\eta_{j}$ is $\mathscr{F}_{t_{j}}$ measurable for all $j=0,1, \ldots, n-1$ and square-integrable.
Theorem 3.1.1. (Itô's Formula). Let $f \in C^{2}(\mathbb{R})$ and consider a continuous semi-martingale $X$ with decomposition $X=M+A$. Then, the stochastic process $\left(f\left(X_{t}\right)\right)_{t \geq 0}$ is also a semimartingale and holds

$$
f\left(X_{t}\right)=f\left(X_{0}\right)+\int_{0}^{t} \frac{\partial f}{\partial x}\left(X_{u}\right) d X_{u}+\frac{1}{2} \int_{0}^{t} \frac{\partial^{2} f}{\partial x^{2}}\left(X_{u}\right) d[X]_{u}
$$

with $[X]$ denotes the quadratic variation of the process $\left(X_{t}\right)_{t \geq 0}$. Itô's formula is often expressed in differential form:

$$
d f\left(X_{t}\right)=\frac{\partial f}{\partial x}\left(X_{t}\right) d X_{t}+\frac{1}{2} \frac{\partial^{2} f}{\partial x^{2}}\left(X_{t}\right) d[X]_{t}
$$

Definition 3.1.7. (Convolutions) For a measurable function $K$ on $\mathbb{R}_{+}$and a measure $L$ on $\mathbb{R}_{+}$of locally bounded variation, the convolutions $K * L$ and $L * K$ are defined by

$$
(K * L)(t)=\int_{[0, t]} K(t-s) L(d s), \quad(L * K)(t)=\int_{[0, t]} L(d s) K(t-s)
$$

for $t>0$ whenever these expressions are well-defined, and extended to $t=0$ by rightcontinuity when possible [19].

If $F$ is a function on $\mathbb{R}_{+}$, we denote $K * F=K *(F d t)$, that is,

$$
(K * F)(t)=\int_{0}^{t} K(t-s) F(s) d s
$$

### 3.2. Levy-Processes

Throughout this thesis, we deal with the classical or the rough Heston model, which both belong to the class of Levy processes.

Definition 3.2.1. (Lévy process). A Lévy process is a stochastic process $X=\left\{X_{t}: t \geq 0\right\}$ that satisfies the following properties:
(a) Initial condition: $X_{0}=0$ almost surely.
(b) Independence of increments: For any $0 \leq t_{1}<t_{2}<\ldots<t_{n}<\infty$, the random variables $X_{t_{2}}-X_{t_{1}}, X_{t_{3}}-X_{t_{2}}, \ldots, X_{t_{n}}-X_{t_{n-1}}$ are mutually independent.
(c) Stationary increments: For any $0 \leq s<t$, the increment $X_{t}-X_{s}$ has the same distribution as $X_{t-s}$.
(d) Continuity in probability: For any $\epsilon>0$ and $t \geq 0$, it holds that $\lim _{h \rightarrow 0} \mathbb{P}\left(\mid X_{t+h}-\right.$ $\left.X_{t} \mid>\epsilon\right)=0$.

If $X$ is a Lévy process, it is possible to construct a version of $X$ such that the mapping $t \mapsto X_{t}$ is almost surely right-continuous with left limits.

Definition 3.2.2. (Characteristic function). Given a stochastic process $X$ and a time $t$, the characteristic function of the stochastic process at time tis given by:

$$
\varphi_{X}(u, t):=\mathbb{E}\left[e^{i u X(t)}\right]
$$

Moreover, when conditional on the initial value $X(0)=x$ it will also be written with the regular $\phi$ as:

$$
\phi_{X}(u, t ; x):=\mathbb{E}\left[e^{i u X(t)} \mid x\right]
$$

Theorem 3.2.1. (Lévy relation ch. f.). Given a Lévy process $X=\left\{X_{t}, t \geq 0\right\}$, with $X_{0}=x$. The ch. $f$. of $X$ given initial value follows the relation:

$$
(u, t ; x)=\phi(u, t ; 0) e^{i u x}=\varphi_{l e v y}(u) e^{i u x}
$$

where $\phi(u, t ; x):=\mathbb{E}\left[e^{i u X(t)} \mid X_{0}=x\right]$.

### 3.3. Singular Value Decomposition (SVD)

Theorem 3.3.1. (SVD) Let $\boldsymbol{A} \in \mathbb{R}^{m \times n}$ with $m \geq n$. Then $\boldsymbol{A}=\boldsymbol{U} \Sigma \boldsymbol{V}^{T}$, where
(a) $\boldsymbol{U} \in \mathbb{R}^{m \times m}$ is an orthogonal matrix,
(b) $\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right) \in \mathbb{R}^{m \times n}$ with $\sigma_{1} \geq \ldots \geq \sigma_{n} \geq 0$ and $\sigma_{i} \in \mathbb{R}$ for all $i$,
(c) $\boldsymbol{V} \in \mathbb{R}^{n \times n}$ is an orthogonal matrix.

The rank of the matrix has value $r=\min \left\{l \mid \sigma_{l}>0\right\}$, which is the singular value with the smallest index that exceeds 0 . In SVD these matrices are referred to as:
(i) The column vectors of $\boldsymbol{U}=\left[\boldsymbol{u}_{1} \ldots \boldsymbol{u}_{m}\right]$ are called the left singular vectors of $\boldsymbol{A}$,
(ii) The column vectors of $\boldsymbol{V}=\left[\boldsymbol{v}_{1} \ldots \boldsymbol{v}_{n}\right]$ are called the right singular vectors of $\boldsymbol{A}$,
(iii) he values $\left\{\sigma_{1}, \ldots, \sigma_{n}\right\}$ are called the non-singular values of $\boldsymbol{A}$.

### 3.3.1. SOLVING LINEAR SYSTEM USING SVD

In this paper, SVD is employed to achieve a 'best fit' solution for a system of linear equations. This approach is particularly powerful for addressing linear systems, which are over-determined, i.e., where the number of equations $(m)$ surpasses the number of unknowns ( $n$ ). Let's consider a linear system represented by the matrix equation:

$$
A x=b
$$

Here, $\boldsymbol{A} \in \mathbb{R}^{m \times n}, \boldsymbol{x}$ is an $n$-dimensional vector of unknowns, and $\boldsymbol{b} \in \mathbb{R}^{m}$. The LS solution $\boldsymbol{x}_{L S}$ aims to minimize the Euclidean distance between the estimated solution $\boldsymbol{A} \boldsymbol{x}_{L S}$ and the vector of constants $\boldsymbol{b}$. This leads to an unconstrained optimization problem:

$$
\begin{equation*}
\boldsymbol{x}_{L S}=\underset{\boldsymbol{x} \in \mathbb{R}^{n}}{\operatorname{argmin}}\|\boldsymbol{A} \boldsymbol{x}-\boldsymbol{b}\|_{2} . \tag{3.1}
\end{equation*}
$$

To derive the LS solution using SVD, we approach as follows
(a) Compute the SVD of matrix $A$ :

$$
\boldsymbol{A}=\boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{V}^{T}
$$

(b) Calculate the pseudoinverse of $\boldsymbol{\Sigma}$, denoted as $\Sigma^{\dagger}$, by taking the reciprocal of each non-zero singular value and transposing the resultant matrix. The pseudoinverse is denoted as

$$
\boldsymbol{\Sigma}^{\dagger}=\left[\begin{array}{lll}
\frac{1}{\sigma_{1}} & & \\
& \ddots & \\
& & \frac{1}{\sigma_{n}}
\end{array}\right]
$$

where $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ are the singular values of $\boldsymbol{A}$.
(c) Compute the LS solution $\boldsymbol{x}_{\mathrm{LS}}$ using the formula:

$$
\boldsymbol{x}_{L S}=\boldsymbol{V} \boldsymbol{\Sigma}^{\dagger} \boldsymbol{U}^{T} \boldsymbol{b}
$$

Here, $\boldsymbol{x}_{L S}$ is the vector of least square solutions, representing the solution to the minimization problem described by equation 3.1.

### 3.4. Tensor Calculus

Tensor calculus is an advanced mathematical framework that extends the concepts of matrices and vectors to higher-dimensional objects called tensors. In this thesis, it is used to describe higher-dimensional problems, which is needed for our approach to pricing European options under the rough Heston model. The fundamentals of tensor calculus are explained and illustrated in this section. Tensors introduce additional dimensions and provide a more flexible way to represent and manipulate data. A tensor can be thought of as a multi-dimensional array of numbers, with each element characterized by its position within the array. While tensors might seem initially daunting due to their higher dimensionality, they are indispensable when modeling and analyzing systems with intricate interactions between multiple variables [20].

In tensor calculus, one of the fundamental operations is tensor unfolding. This process rearranges the elements of a tensor into a matrix format, unveiling underlying patterns and structures within the tensor. Unfolding tensors enables the application of traditional matrix-based techniques and algorithms. The number of dimensions in a tensor is called the order of a tensor. Here every dimension is called a mode of the tensor. To indicate a specific element of a $d$-th order tensor $\mathscr{X} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ an index set $\left(i_{n}\right)_{n=1}^{d}$ is used. Here $1 \leq i_{n} \leq I_{n}$ for $n=1, \ldots, d$.

Before delving into tensor operations, it's important to grasp the concept of fibers. Just as matrices are composed of rows and columns, this idea can be extended to higherdimensional tensors through what are known as fibers. A fiber is essentially a line of elements within a tensor that you get by keeping all but one of the tensor's indices fixed. In the context of a three-dimensional tensor, these fibers are categorized as rows, columns, and tubes, which can be visualized in Figure 3.1. This concept is crucial for understanding the structure of tensors and how they can be manipulated in mathematical operations.


Figure 3.1: Fibers of a third-order tensor [20]
Performing operations on higher-order tensors can be quite abstract and involve some manipulations to make it more intuitive. A transformation process called unfolding is applied to transform higher-order tensors into matrices. As an example, we look at unfolding an order- 3 tensor with dimension $2 \times 3 \times 4$. This tensor can be rearranged into a $4 \times 6,3 \times 8$ or $2 \times 12$ matrix. There are a lot of different ways one can unfold a tensor into a matrix but for our research, only the mode- $n$ unfolding is relevant as explained in [20]. The mode- $n$ unfolding of a tensor $\mathscr{X}$ is denoted as $\mathscr{X}_{(n)}$. It is constructed by setting the mode- $n$ fibers as columns of the matrix. For the example above for $\mathbb{R}^{2 \times 3 \times 4}$ the three possible mode- $n$ unfoldings are:
(i) mode-1 unfolding in $\mathbb{R}^{4 \times 6}$ : using the columns as fibers of the tensor:

$$
\mathscr{X}_{(1)}=\left[\begin{array}{llllll}
x_{111} & x_{121} & x_{131} & x_{112} & x_{122} & x_{132} \\
x_{211} & x_{221} & x_{231} & x_{212} & x_{222} & x_{232} \\
x_{311} & x_{321} & x_{331} & x_{312} & x_{322} & x_{332} \\
x_{411} & x_{421} & x_{431} & x_{412} & x_{422} & x_{432}
\end{array}\right]
$$

(ii) mode- 2 unfolding in $\mathbb{R}^{3 \times 8}$ : using the rows as fibers of the tensor:

$$
\mathscr{X}_{(2)}=\left[\begin{array}{llllllll}
x_{111} & x_{211} & x_{311} & x_{411} & x_{112} & x_{212} & x_{312} & x_{412} \\
x_{121} & x_{221} & x_{321} & x_{421} & x_{122} & x_{222} & x_{322} & x_{422} \\
x_{131} & x_{231} & x_{331} & x_{431} & x_{132} & x_{232} & x_{332} & x_{432}
\end{array}\right],
$$

(iii) mode-3 unfolding in $\mathbb{R}^{2 \times 12}$ : using the tubes as fibers of the tensor:

$$
\mathscr{X}_{(3)}=\left[\begin{array}{llllllllllll}
x_{111} & x_{211} & x_{311} & x_{411} & x_{121} & x_{221} & x_{321} & x_{421} & x_{131} & x_{231} & x_{331} & x_{431} \\
x_{112} & x_{212} & x_{312} & x_{412} & x_{122} & x_{222} & x_{322} & x_{422} & x_{132} & x_{232} & x_{332} & x_{432}
\end{array}\right]
$$

These three unfolding operations are respectively illustrated in Figure. Once the tensors have been unfolded, the standard matrix operations can be applied. The operations used in this paper will be defined below.

Definition 3.4.1. (Outer Product). Let $\mathbf{u} \in \mathbb{R}^{m}, \mathbf{v} \in \mathbb{R}^{n}$ be two vectors. Their outer product is denoted with $\mathbf{u} \circ \mathbf{v} \in \mathbb{R}^{m \times n}$, and the resulting matrix can be obtained by multiplying each element of $\mathbf{u}$ by each element of $\mathbf{v}$,

$$
\begin{align*}
\mathbf{u} \circ \mathbf{v} & =\left[\begin{array}{cccc}
u_{1} v_{1} & u_{1} v_{2} & \cdots & u_{1} v_{n} \\
u_{2} v_{1} & u_{2} v_{2} & \cdots & u_{2} v_{n} \\
\vdots & \vdots & \ddots & \vdots \\
u_{m} v_{1} & u_{m} v_{2} & \cdots & u_{m} v_{n}
\end{array}\right]  \tag{3.2}\\
& =\left[\begin{array}{llll}
\mathbf{u} \cdot v_{1} & \mathbf{u} \cdot v_{2} & \cdots & \mathbf{u} \cdot v_{n}
\end{array}\right]
\end{align*}
$$

Definition 3.4.2. (Kronecker Product). The Kronecker product of matrices $A \in \mathbb{R}^{I \times J}$ and $B \in \mathbb{R}^{K \times L}$ is denoted with $A \otimes B \in \mathbb{R}^{I K \times J L}$, and is defined by

$$
A \otimes B=\left[\begin{array}{cccc}
a_{11} B & a_{12} B & \cdots & a_{1 J} B  \tag{3.3}\\
a_{21} B & a_{22} B & \cdots & a_{2 J} B \\
\vdots & \vdots & \ddots & \vdots \\
a_{I 1} B & a_{I 2} B & \cdots & a_{I J} B
\end{array}\right]
$$

Definition 3.4.3. (Khatri-Rao Product). The Khatri-Rao product can be viewed as the column-wise Kronecker product. Given the matrices $A \in \mathbb{R}^{I \times K}$ and $B \in \mathbb{R}^{J \times K}$, the KhatriRao product, denoted with $A \odot B \in \mathbb{R}^{I J \times K}$, is defined by

$$
A \odot B=\left[\begin{array}{llll}
a_{1} \otimes b_{1} & a_{2} \otimes b_{2} & \cdots & a_{K} \otimes b_{K} \tag{3.4}
\end{array}\right]
$$

Definition 3.4.4. (Hadamard Product). The Hadamard product is an element-wise matrix product. Therefore, given the matrices $A, B \in \mathbb{R}^{I \times J}$, the Hadamard product $A \circledast B \in$ $\mathbb{R}^{I \times J}$ produces the matrix

$$
A \circledast B=\left[\begin{array}{cccc}
a_{11} b_{11} & a_{12} b_{12} & \cdots & a_{1 J} b_{1 J}  \tag{3.5}\\
a_{21} b_{21} & a_{22} b_{22} & \cdots & a_{2 J} b_{2 J} \\
\vdots & \vdots & \ddots & \vdots \\
a_{I 1} b_{I 1} & a_{I 2} b_{I 2} & \cdots & a_{I J} b_{I J}
\end{array}\right]
$$

To quantify the similarities between two tensors one can use the matrix norm called the Forbenius norm. This norm can be used to find the distance between two tensors.

Definition 3.4.5. (Frobenius Norm). Given a tensor $\mathscr{X} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$, its Frobenius norm, often abbreviated with F-norm, is defined as the square root of the sum of the squares of all its elements:

$$
\|\mathscr{X}\|_{F}^{2}=\sqrt{\sum_{i_{1}=1}^{I_{1}} \sum_{i_{2}=1}^{I_{2}} \cdots \sum_{i_{d}=1}^{I_{d}} x_{i_{1} i_{2} \ldots i_{d}}^{2}} .
$$

### 3.5. Fractional Calculus

We define the fractional integral and the fractional derivative according to [21].
Definition 3.5.1. (Fractional Integral) We define the fractional integral of order $r \in(0,1]$ of a function $f$ as

$$
\begin{equation*}
I^{r} f(t)=\frac{1}{\Gamma(r)} \int_{0}^{t}(t-s)^{r-1} f(s) d s \tag{3.6}
\end{equation*}
$$

Definition 3.5.2. (Fractional Derivative) We define the fractional derivative of order $r \in$ $(0,1]$ of a function $f$ as

$$
\begin{equation*}
D^{r} f(t)=\frac{1}{\Gamma(1-r)} \frac{d}{d t} \int_{0}^{t}(t-s)^{-r} f(s) d s \tag{3.7}
\end{equation*}
$$

### 3.6. HAWKES PROCESSES

In order to later derive the rough Heston model and its characteristic function, we need to introduce Hawkes processes [22]. Hawkes processes (HP) recently became more popular in financial models as a non-markovian extension of the well-known Poisson process. HP is therefore a counting process, that models, similar to the Poisson process, a sequence of arrivals over time. In the application of finance, HP for example can model the arrival time of trade orders.
We start by giving some definitions introduced by [23].
Definition 3.6.1. (Counting process) A counting process is a stochastic process $(N(t): t \geq$ 0) taking values in $\mathbb{N}_{0}$ that satisfies $N(0)=0$, is almost surely (a.s.) finite, and is a rightcontinuous step function with increments of size +1 . Further, denote by $(\mathscr{H}(u): u \geq 0)$ the history of the arrivals up to time $u$.
(Thus, $\mathscr{H}(\cdot)$ can be viewed as a filtration.)
A counting process can be viewed as a cumulative count of the number of 'arrivals' into a system up to the current time. Another way to characterize such a process is to consider the sequence of random arrival times $\boldsymbol{T}=\left\{T_{1}, T_{2}, \ldots\right\}$ at which the counting process $N(\cdot)$ has jumped. The process defined as these arrival times is called a point process.

Definition 3.6.2. (Point process) If a sequence of random variables $\boldsymbol{T}=\left\{T_{1}, T_{2}, \ldots\right\}$, taking values in $[0, \infty)$, has $\mathbb{P}\left(0 \leq T_{1} \leq T_{2} \leq \ldots\right)=1$, and the number of points in a bounded region is a.s. finite, then $\boldsymbol{T}$ is a (simple) point process.

It is important to note that the meaning of a point process or a counting process is often interchangeable. The point process, however, may be defined via a distribution function of the next arriving point conditioned on the past. Nevertheless, it is difficult to work with conditional arrival distributions because of the dependency on the distribution of the whole history up until the last arrival. Hence, the conditional intensity function is used to uniquely characterize the finite-dimensional distributions of the point process.

Definition 3.6.3. (Conditional intensity function) Consider a counting process $N(\cdot)$ with associated histories $\mathscr{H}(\cdot)$. If a (non-negative) function $\lambda^{*}(t)$ exists such that

$$
\lambda^{*}(t)=\lim _{h \downarrow 0} \frac{\mathbb{E}[N(t+h)-N(t) \mid \mathscr{H}(t)]}{h}
$$

which only relies on the information of $N(\cdot)$ in the past (that is, $\lambda^{*}(t)$ is $\mathscr{H}(t)$-measurable), then it is called the conditional intensity function of $N(\cdot)$.

As a result of this characteristic, the point process can be described as 'self-exciting', i.e. if an arrival causes the conditional intensity to increase, or 'self-regulating', i.e. if the conditional intensity drops after an arrival.

Definition 3.6.4. (Hawkes process) Consider $(N(t): t \geq 0)$ a counting process, with associated history ( $\mathscr{H}(t): t \geq 0)$, that satisfies

$$
\mathbb{P}(N(t+h)-N(t)=m \mid \mathscr{H}(t))= \begin{cases}\lambda^{*}(t) h+\mathrm{o}(h), & m=1 \\ \mathrm{o}(h), & m>1 \\ 1-\lambda^{*}(t) h+\mathrm{o}(h), & m=0\end{cases}
$$

Suppose the process' conditional intensity function is of the form

$$
\lambda^{*}(t)=\lambda+\int_{0}^{t} \mu(t-u) \mathrm{d} N(u)
$$

for some $\lambda>0$ and $\mu:(0, \infty) \rightarrow[0, \infty)$ which are called the background intensity and excitation function respectively. Assume that $\mu(\cdot) \neq 0$ to avoid the trivial case, that is, a homogeneous Poisson process. Such a process $N(\cdot)$ is a Hawkes process.

## 4

## The rough Heston model

In this chapter, we derive the rough Heston model as well as the normal Heston model as the limit of nearly unstable Hawkes processes. The following approach is proposed in [24].

### 4.1. TICK-BY-TICK PRICE MODEL

The tick-by-tick price model is defined by [24] as a bi-dimensional Hawkes process. Taking into account 3.6.4, we find that the bi-dimensional Hawkes process is given by a bivariate point process $\left(N_{t}^{+}, N_{t}^{-}\right)_{t \geq 0}$ taking values in $\left(\mathbb{R}_{+}\right)^{2}$ and with intensity $\left(\lambda_{t}^{*+}, \lambda_{t}^{*-}\right)$, i.e.

$$
\binom{\lambda_{t}^{*+}}{\lambda_{t}^{*-}}=\binom{\lambda^{+}}{\lambda^{-}}+\int_{0}^{t}\left(\begin{array}{ll}
\mu_{1}(t-s) & \mu_{3}(t-s)  \tag{4.1}\\
\mu_{2}(t-s) & \mu_{4}(t-s)
\end{array}\right) \cdot\binom{d N_{s}^{+}}{d N_{s}^{-}}
$$

where, $\lambda^{+}$and $\lambda^{-}$are positive constants and the functions $\left(\mu_{i}\right)_{i=1, \ldots 4}$ are non-negative with associated matrix called kernel matrix. It is stated in [24] that for a large tick asset, which is an asset whose bid-ask spread is almost always equal to one tick and therefore essentially moves by one tick jumps, the price is denoted by

$$
\begin{equation*}
P_{t}=N_{t}^{+}-N_{t}^{-} \tag{4.2}
\end{equation*}
$$

In this model, $N_{t}^{+}$denotes the number of upward jumps of the asset in the time interval $[0, t]$ whereas $N_{t}^{-}$corresponds to the number of downward jumps. As a result, the instantaneous probability of getting an upward or downward jump depends on the arrival times of the past upward and downward jumps.

We further simplify the model by setting

$$
\phi=\left(\begin{array}{ll}
\mu_{1} & \mu_{3} \\
\mu_{2} & \mu_{4}
\end{array}\right)
$$

which yields

$$
\begin{equation*}
\binom{\lambda_{t}^{*+}}{\lambda_{t}^{*-}}=\lambda_{T}\binom{1}{1}+\int_{0}^{t} a_{T} \phi(t-s) \cdot\binom{d N_{s}^{T,+}}{d N_{s}^{T,-}} \tag{4.3}
\end{equation*}
$$

The tick-by-tick price model enables us to incorporate the following 4 characteristics of modern electronic trading.
(1) Most of the orders hitting the market have no real economic reason but are rather put by algorithms as a reaction to other orders.
(2) Statistical arbitrage in high-frequency markets is hard to create, meaning creating trading strategies that are on average possible is hardly possible.
(3) The liquidity in the order book is not symmetrically distributed between the bid and ask sides, indicating that buying and selling are not equivalent actions. For instance, a market maker usually maintains a predominantly positive inventory. When receiving a buy order, a market maker is inclined to increase the price by a smaller margin compared to decreasing the price following a sell order of equivalent size. This is because a buy order reduces the market maker's inventory, which is favorable for them, while a sell order increases it.
(4) A substantial number of transactions are attributed to large orders, known as metaorders. These are not executed immediately in their entirety but are instead broken down over time by trading algorithms.

In order to preserve the characteristics (2) and (3) in the assumed Hawkes framework, [24] state that

$$
\begin{equation*}
\mathbb{E}\left[N_{t}^{+}\right]=\int_{0}^{t} \mathbb{E}\left[\lambda_{s}^{*+}\right] d s, \quad \mathbb{E}\left[N_{t}^{-}\right]=\int_{0}^{t} \mathbb{E}\left[\lambda_{s}^{*-}\right] d s \tag{4.4}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathbb{E}\left[\lambda_{t}^{*+}\right]=\lambda^{+}+\int_{0}^{t} \mu_{1}(t-s) \mathbb{E}\left[\lambda_{s}^{*+}\right] d s+\int_{0}^{t} \mu_{3}(t-s) \mathbb{E}\left[\lambda_{s}^{*-}\right] d s  \tag{4.5}\\
& \mathbb{E}\left[\lambda_{t}^{*-}\right]=\lambda^{-}+\int_{0}^{t} \mu_{2}(t-s) \mathbb{E}\left[\lambda_{s}^{*+}\right] d s+\int_{0}^{t} \mu_{4}(t-s) \mathbb{E}\left[\lambda_{s}^{*-}\right] d s
\end{align*}
$$

By setting

$$
\begin{equation*}
\mu^{+}=\mu^{-} \quad \text { and } \quad \mu_{1}+\mu_{3}=\mu_{2}+\mu_{4} \tag{4.6}
\end{equation*}
$$

we find a natural no-arbitrage argument, namely $\mathbb{E}\left[\lambda_{t}^{*+}\right]=\mathbb{E}\left[\lambda_{t}^{*-}\right]$. Characteristic (iii), which states that the ask side is more liquid than the bis side is translated as the conditional probability of observing a downward jump after an upward jump is smaller than the conditional probability of observing a downward jump right after a downward jump. This yields in the Hawkes framework to

$$
\mu_{1}(t)<\mu_{4}(t) \text { or similarly } \mu_{3}(t)>\mu_{2}(t) \text { when } t \text { is close to zero. }
$$

[24] therefore makes the assumption that there exists
$\beta>1$ such that

$$
\mu_{3}=\beta \mu_{2}
$$

Thus, we assume the following structure for the intensity process:

$$
\binom{\lambda_{t}^{*+}}{\lambda_{t}^{*-}}=\lambda\binom{1}{1}+\int_{0}^{t} \phi(t-s) \cdot\binom{d N_{s}^{+}}{d N_{s}^{-}}
$$

where

$$
\phi=\left(\begin{array}{cc}
\mu_{1} & \beta \mu_{2} \\
\mu_{2} & \mu_{1}+(\beta-1) \mu_{2}
\end{array}\right)
$$

with $\lambda>0$ and $\beta \geq 1$.
In order to deal with characteristic 1, [24] consider a bi-dimensional Hawkes process on an interval $[0, T]$. They assume that $\lambda_{T}>0$

$$
\phi^{T}=a_{T} \phi, \quad \phi=\left(\begin{array}{cc}
\mu_{1} & \beta \mu_{2} \\
\mu_{2} & \mu_{1}+(\beta-1) \mu_{2}
\end{array}\right)
$$

where $\beta \geq 1, \mu_{1}$ and $\mu_{2}$ are two positive measurable functions such that

$$
\mathscr{S}\left(\int_{0}^{\infty} \phi(s) d s\right)=\left\|\mu_{1}\right\|_{1}+\beta\left\|\mu_{2}\right\|_{1}=1
$$

and $a_{T}$ is an increasing sequence of positive numbers converging to one.

$$
\mathscr{S}\left(\int_{0}^{\infty} \phi(s) d s\right)=\left\|\varphi_{1}\right\|_{1}+\beta\left\|\varphi_{2}\right\|_{1}
$$

is defined as the spectral radius of the kernel matrix integral, where $\mathscr{S}$ denotes the spectral radius operator.

### 4.1.1. The classical Heston model as a limit of nearly unstable HaWkes processes

For additional details and a more comprehensive understanding, we direct the reader to the works of [24] and [3]. These references provide deeper insights into the underlying assumptions. Now, as T tends to infinity the re-scaled microscopic price

$$
\frac{1}{T} P_{t T}^{T}=\frac{N_{t T}^{T,+}-N_{t T}^{T,-}}{T}
$$

converges in law for the Skorokhod topology to the following Heston model:

$$
P_{t}=\frac{1}{1-\left(\left\|\phi_{1}\right\|\right)_{1}-\left(\left\|\phi_{2}\right\|\right)_{1}} \sqrt{\frac{2}{1+\beta}} \int_{0}^{t} \sqrt{X_{s}} d W_{s}
$$

with

$$
d X_{t}=\frac{\lambda}{m}\left(\frac{(\beta+1) \bar{\lambda}}{\lambda}-X_{t}\right) d t+\frac{1}{m} \sqrt{\frac{1+\beta^{2}}{1+\beta}} \sqrt{X_{t}} d B_{t}, X_{0}=0
$$

where $(W, B)$ is a correlated bi-dimensional Brownian motion with

$$
d\langle W, B\rangle_{t}=\frac{1-\beta}{\sqrt{2\left(1+\beta^{2}\right)}} d t
$$

and positive parameters $\lambda, \bar{\lambda}$, and $m$ such that

$$
\begin{equation*}
T\left(1-a_{T}\right) \rightarrow_{T \rightarrow \infty} \lambda, \lambda_{T}=\bar{\lambda} \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{S}\left(\int_{0}^{+\infty} x \phi(x) d x\right)=m<\infty \tag{4.8}
\end{equation*}
$$

### 4.1.2. The rough Heston model as a limit of nearly unstable Hawkes processes

The model described previously does not account for the impact of metaorders in the market. To incorporate this effect within the Hawkes process framework, it is necessary to ensure that the kernel matrix reflects the heavy-tailed distribution that is typically observed in market data. This requires a modification of the existing conditions-specifically, assumptions 4.7 and 4.8 must be revised to allow for a kernel matrix that exhibits a slow decay, aligning with empirical observations. This implies a modification in the asymptotic setting in order to retrieve a non-degenerate scaling limit. More precisely, 4.7 and 4.8 can be exchanged by the following argument.

There exist $\alpha \in(1 / 2,1)$ and $C>0$ such that

$$
\alpha x^{\alpha} \int_{x}^{\infty} \mu_{1}(s)+\beta \mu_{2}(s) d s \rightarrow x \rightarrow \infty C
$$

Moreover, for some $\lambda^{*}>0$ and $\bar{\lambda}>0$,

$$
T^{\alpha}\left(1-a_{T}\right) \rightarrow_{T \rightarrow \infty} \lambda^{*}>0, T^{1-\alpha} \lambda_{T} \rightarrow_{T \rightarrow \infty} \bar{\lambda}
$$

Note that in practice, estimated values for $\alpha$ are actually close to $1 / 2$.
Theorem 4.1.1. Under the previously mentioned assumptions, as $T$ tends to infinity, the re-scaled microscopic price

$$
\sqrt{\frac{1-a_{T}}{\mu T^{\alpha}}} P_{t T}^{T}, t \in[0,1]
$$

converges in the sense of finite dimensional laws to the following macroscopic price process:

$$
P_{t}=\frac{1}{1-\left(\left\|\phi_{1}\right\|\right)_{1}-\left(\left\|\phi_{2}\right\|\right)_{1}} \sqrt{\frac{2}{1+\beta}} \int_{0}^{t} \sqrt{Y_{s}} d W_{s},
$$

with $Y$ the unique solution of

$$
Y_{t}=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \lambda\left((1+\beta)-Y_{s}\right) d s+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \lambda v \sqrt{Y_{s}} d B_{s}
$$

where $(W, B)$ is a correlated bi-dimensional Brownian motion with correlation

$$
\rho=\frac{1-\beta}{\sqrt{2\left(1+\beta^{2}\right)}}
$$

and

$$
v=\sqrt{\frac{2\left(1+\beta^{2}\right)}{\lambda^{*} \bar{\lambda}(1+\beta)^{2}}}, \lambda=\frac{\alpha \lambda^{*}}{C \Gamma(1-\alpha)}
$$

Furthermore, the process $Y_{t}$ has Holder regularity $\alpha-1 / 2-\epsilon$ for any $\epsilon>0$.
Hence, this result shows that the main stylized facts of modern electronic markets naturally give rise to a very rough behavior of volatility.

Building upon additional assumptions and technical details-for instance, finding the appropriate Poisson rate and a specific choice of the Kernel matrix-for which we refer to [3] and [24], we can now provide a statement about the limiting behavior of the specific sequence of bi-dimensional nearly unstable Hawkes processes with heavy tails. For this purpose, we define for $t \in[0,1]$

$$
X_{t}^{T}=\frac{1-a_{T}}{T^{\alpha} \mu} N_{t T}^{T}, \quad \Lambda_{t}^{T}=\frac{1-a_{T}}{T^{\alpha} \mu} \int_{0}^{t T} \lambda_{s}^{T} d s, \quad Z_{t}^{T}=\sqrt{\frac{T^{\alpha} \mu}{1-a_{T}}}\left(X_{t}^{T}-\Lambda_{t}^{T}\right)
$$

Theorem 4.1.2. As $T \rightarrow \infty$, the process $\left(\Lambda_{t}^{T}, X_{t}^{T}, Z_{t}^{T}\right)_{t \in[0,1]}$ converges in law for the Skorokhod topology to $(\Lambda, X, Z)$, where

$$
\Lambda_{t}=X_{t}=\int_{0}^{t} Y_{s} d s\binom{1}{1}, \quad Z_{t}=\int_{0}^{t} \sqrt{Y_{s}}\binom{d B_{s}^{1}}{d B_{s}^{2}}
$$

and $Y$ is the unique solution of the rough stochastic differential equation

$$
Y_{t}=\xi+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \lambda\left(1-Y_{s}\right) d s+\lambda \sqrt{\frac{1+\beta^{2}}{\lambda \bar{\lambda}\left(1+\beta^{2}\right)}} \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \sqrt{Y_{s}} d B_{s}
$$

where

$$
B=\frac{B^{1}+\beta B^{2}}{\sqrt{1+\beta^{2}}}
$$

and $\left(B^{1}, B^{2}\right)$ is a bi-dimensional Brownian motion. Furthermore, for any $\varepsilon>0, Y$ has Hölder regularity $\alpha-1 / 2-\varepsilon$.

Taking into account 4.1.2 yields a microscopic process converging to the log price. More precisely, for $\theta>0$, [3] define

$$
P^{T}=\sqrt{\frac{\theta}{2}} \sqrt{\frac{1-a_{T}}{T^{\alpha} \mu}}\left(N_{. T}^{T,+}-N_{. T}^{T,-}\right)-\frac{\theta}{2} \frac{1-a_{T}}{T^{\alpha} \mu} N_{. T}^{T,+}=\sqrt{\frac{\theta}{2}}\left(Z^{T,+}-Z^{T,-}\right)-\frac{\theta}{2} X^{T,+} .
$$

Corollary 4.1.2.1. As $T \rightarrow \infty$, the sequence of processes $\left(P_{t}^{T}\right)_{t \in[0,1]}$ converges in law for the Skorokhod topology to

$$
P_{t}=\int_{0}^{t} \sqrt{V_{s}} d W_{s}-\frac{1}{2} \int_{0}^{t} v_{s} d s
$$

where $V$ is the unique solution of the rough stochastic differential equation

$$
v_{t}=\theta \xi+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \lambda\left(\theta-v_{s}\right) d s+\lambda \sqrt{\frac{\theta\left(1+\beta^{2}\right)}{\lambda \bar{\lambda}(1+\beta)^{2}}} \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \sqrt{V_{s}} d B_{s}
$$

with ( $W, B$ ) a correlated bi-dimensional Brownian motion whose bracket satisfies

$$
d\langle W, B\rangle_{t}=\frac{1-\beta}{\sqrt{2\left(1+\beta^{2}\right)}} d t
$$

By setting

$$
v_{0}=\xi \theta, \rho=\frac{1-\beta}{\sqrt{2\left(1+\beta^{2}\right)}}, v=\sqrt{\frac{\theta\left(1+\beta^{2}\right)}{\lambda \mu\left(1+\beta^{2}\right)}}, \theta=\bar{v}, \lambda=\kappa
$$

we define our rough Heston model as used in this thesis as
Definition 4.1.1. (Rough Heston model)

$$
\begin{gather*}
d S_{t}=S_{t} \sqrt{v_{t}} d W_{t} \\
v_{t}=v_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \kappa\left(\bar{v}-v_{s}\right) d s+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} v \sqrt{v_{s}} d B_{s}, \tag{4.9}
\end{gather*}
$$

with $H=\alpha+0.5 . \bar{v}$ denotes the long-term mean of the variance process, $\kappa$ is the speed of mean reversion, $n u$ is the volatility of the volatility, $\rho$ is the correlation between the two Brownian motion and $\nu_{0}$ defines the initial variance.

Note that applying Ito's Lemma to the asset price process $d S_{t}$ yields the form of the Price process $P_{t}$ in the Corollary above.

### 4.2. Lifted Heston

Another model which has significant importance throughout this is the Lifted Heston model. Introduced by [25], we construct a multi-factor stochastic volatility model which, in contrast to the standard rough Heston model, enjoys the Markov property. A similar model has been developed by [26].

Recalling that the rough Heston model is defined as

$$
\begin{gather*}
d S_{t}=S_{t} \sqrt{v_{t}} d W_{t} \\
v_{t}=v_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \kappa\left(\bar{v}-v_{s}\right) d s+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} v \sqrt{v_{s}} d B_{s} \tag{4.10}
\end{gather*}
$$

with $H=\alpha+0.5$. The idea of [2] is to write the fractional Kernel

$$
K(t)=\frac{t^{H-0.5}}{\Gamma(H+0.5)}
$$

as a Laplace transform of a positive measure $\mu$, i.e.

$$
\begin{equation*}
K(t)=\int_{0}^{\infty} e^{-x t} \mu(d x) ; \quad \mu(d x)=\frac{x^{-H-\frac{1}{2}}}{\Gamma(H+1 / 2) \Gamma(1 / 2-H)} d x \tag{4.11}
\end{equation*}
$$

Afterwards, the measure $\mu$ is approximated by a finite sum of Dirac measures $\mu^{n}=\sum_{i=1}^{n} c_{i}^{n} \delta_{x_{i}^{n}}$ with positive weights $\left(c_{i}^{n}\right)_{1 \leq i \leq n}$ and mean reversions $\left(x_{i}^{n}\right)_{1 \leq i \leq n}$, for $n \geq 1$. This yields an approximation of the fractional Kernel by a sum of smoothed Kernels as follows

$$
\begin{equation*}
K^{n}(t)=\sum_{i=1}^{n} c_{i}^{n} e^{-x_{i}^{n} t}, \quad n \geq 1 \tag{4.12}
\end{equation*}
$$

As a result, we can define the Lifted Heston model as follows. We fix an $n \in \mathbb{N}$,

$$
\begin{align*}
d S_{t}^{n} & =S_{t}^{n} \sqrt{v_{t}^{n}} d W_{t}, \quad S_{0}^{n}>0 \\
v_{t}^{n} & =g_{0}^{n}(t)+\sum_{i=1}^{n} c_{i}^{n} U_{t}^{n, i}  \tag{4.13}\\
d U_{t}^{n, i} & =\left(-x_{i}^{n} U_{t}^{n, i}-\kappa v_{t}^{n}\right) d t+v \sqrt{v_{t}^{n}} d B_{t}, \quad U_{0}^{n, i}=0, \quad i=1, \ldots, n,
\end{align*}
$$

with parameters the function $g_{0}^{n}, \kappa, v \in \mathbb{R}_{+}, c_{i}^{n}, x_{i}^{n} \geq 0$, for $i=1, \ldots, n$, and $W=\rho B+$ $\sqrt{1-\rho^{2}} B^{\perp}$, with $\left(B, B^{\perp}\right)$ a two-dimensional Brownian motion on a fixed filtered probability space $\left(\Omega, \mathscr{F}, \mathbb{F}:=\left(\mathscr{F}_{t}\right)_{t \geq 0}, \mathbb{Q}\right)$, with $\rho \in[-1,1]$.

The function $g_{0}^{n}$ is often referred to as the forward variance curve. Taking expectation on both sides of the variance process in 4.13 and taking into account that $g_{0}^{n}$ is deterministic, we find that

$$
\begin{equation*}
\mathbb{E}\left[v_{t}^{n}\right]+\kappa \sum_{i=1}^{n} c_{i}^{n} \int_{0}^{t} e^{-x_{i}^{n}(t-s)} \mathbb{E}\left[v_{s}^{n}\right] d s=g_{0}^{n}(t), \quad t \geq 0 \tag{4.14}
\end{equation*}
$$

$g_{0}^{n}$ allows one to give initial term structure curves. In practice, these forward variance curves can be obtained from variance swaps and are plugged in instead of $\mathbb{E}\left[v_{t}^{n}\right]$ in 4.14. As long as the forward variance curve satisfies certain conditions for which we refer to [25], we can define a whole set of admissible input curves. Going further, we define the forward variance cureve as

$$
\begin{equation*}
g_{0}^{n}: t \rightarrow v_{0}+\kappa \bar{v} \sum_{i=1}^{n} c_{i}^{n} \int_{0}^{t} e^{-x_{i}^{n}(t-s)} d s, \quad \text { with } v_{0}, \bar{v} \geq 0 \tag{4.15}
\end{equation*}
$$

### 4.2.1. PARAMETRIZATION OF THE WEIGHTS AND THE MEAN REVERSIONS

As we saw above the weights and mean reversions $\left(c_{i}^{n}\right)_{1 \leq i \leq n}$ and mean reversions $\left(x_{i}^{n}\right)_{1 \leq i \leq n}$, for $n \geq 1$ play a major role in defining the Lifted Heston model. We want to choose these
parameters in a way such that the Lifted Heston model actually converges to the rough Heston model, whenever $n \rightarrow \infty$ [25]. For this purpose we first state the theorem mentioned in [25].

Theorem 4.2.1. (Representation of the limiting rough process). The fractional kernel appearing in the variance process of the rough Heston model has the following Laplace representation

$$
\frac{t^{H-1 / 2}}{\Gamma(H+1 / 2)}=\int_{0}^{\infty} e^{-x t} \mu(d x), \quad \text { with } \mu(d x)=\frac{x^{-H-1 / 2}}{\Gamma(1 / 2-H) \Gamma(H+1 / 2)}
$$

so that the stochastic Fubini theorem, after setting $V_{0} \equiv 0$ in 5.2, leads to

$$
v_{t}=\int_{0}^{\infty} U_{t}(x) \mu(d x), \quad x>0
$$

where, for all $x>0$,

$$
\begin{equation*}
U_{t}(x):=\int_{0}^{t} e^{-x(t-s)}\left(\kappa\left(\bar{v}-v_{s}\right) d s+v \sqrt{v_{s}} d W_{s}\right) \tag{4.16}
\end{equation*}
$$

This can be interpreted as the mild formulation of the subsequent stochastic differential equation (SDE):

$$
\begin{aligned}
d U_{t}(x) & =\left(-x U_{t}(x)+\kappa\left(\bar{v}-\int_{0}^{\infty} U_{t}(y) \mu(d y)\right)\right) d t+v \sqrt{\int_{0}^{\infty} U_{t}(y) \mu(d y)} d W_{t} \\
U_{0}(x) & =0, \quad x>0
\end{aligned}
$$

By fixing $n \geq 1$, we can interpret 4.13 as a discretization of 4.2 . 1 once the measure $\mu$ is approximated by a sum of Dirac measures $\mu^{n}=\sum_{i=1}^{n} c_{i}^{n} \delta_{x_{i}^{n}}$.

Taking into account this discretization, we can approximate

$$
v_{t}=\int_{0}^{\infty} U_{t}(x) \mu(d x), \quad x>0
$$

by means of [27] and [2] by

$$
\hat{v}_{t}=\sum_{i} c_{i} U\left(x_{i}, t\right) .
$$

Thus, we can choose according to [25]

$$
\begin{equation*}
c_{i}^{n}=\int_{\eta_{i-1}^{n}}^{\eta_{i}^{n}} \mu(d x), \quad x_{i}^{n}=\frac{1}{c_{i}^{n}} \int_{\eta_{i-1}^{n}}^{\eta_{i}^{n}} x \mu(d x), \quad i \in\{1, \ldots, n\} . \tag{4.17}
\end{equation*}
$$

As a result, by fixing $r_{n}>1$ and using the geometric partition $\eta_{i}^{n}=r_{n}^{i-n / 2}$ for $i=0, \ldots, n$ as proposed in [27], we can set

$$
\begin{equation*}
c_{i}^{n}=\frac{\left(r_{n}^{1-\alpha}-1\right) r_{n}^{(\alpha-1)(1+n / 2)}}{\Gamma(\alpha) \Gamma(2-\alpha)} r_{n}^{(1-\alpha) i}, \quad i=1, \ldots, n \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{i}^{n}=\frac{1-\alpha}{2-\alpha} \frac{r_{n}^{2-\alpha}-1}{r_{n}^{1-\alpha}-1} r_{n}^{i-1-n / 2}, \quad i=1, \ldots, n \tag{4.19}
\end{equation*}
$$

where $\alpha:=H+1 / 2$ for some $H \in(0,1 / 2)$. Last but not least [25] show that once the sequence $\left(r_{n}\right)_{n \geq 1}$ satisfies $r_{n} \downarrow 1 \quad$ and $\quad n \ln \left(r_{n}\right) \rightarrow \infty, \quad$ as $n \rightarrow \infty$, the Lifted Heston model converges to the rough Heston model for $n \rightarrow \infty$. According to [25], we define $r_{n}$ as the following sequence

$$
r_{n}=1+10 n^{-0.9}, \quad n \geq 1 .
$$

## 5

## Characteristic function of the rough Heston model

The characteristic function plays an important role in option pricing theory as it enables to use Fourier-based methods to efficiently price options. In this section, we provide a detailed analysis of the characteristic function of the rough Heston and lifted Heston model introduced by [3] and [25], respectively.

### 5.1. Characteristic function of the classical Heston MODEL

In the classical Heston model, the characteristic function can be derived as follows. For

$$
\mathbf{X}(t)=[X(t)=\log (S(t)), v(t)]^{\mathrm{T}}
$$

the solution $\phi_{\mathbf{X}}:=\phi_{\mathbf{X}}(u ; t, T)$ satisfies the following pricing PDE :

$$
\begin{align*}
0= & -\frac{\partial \phi_{\mathbf{X}}}{\partial \tau}-\frac{1}{2} v \frac{\partial \phi_{\mathbf{X}}}{\partial X}+\kappa(\bar{v}-v(t)) \frac{\partial \phi_{\mathbf{X}}}{\partial v}+\frac{1}{2} v^{2} v \frac{\partial^{2} \phi_{\mathbf{X}}}{\partial v^{2}}+\frac{1}{2} v \frac{\partial^{2} \phi_{\mathbf{X}}}{\partial X^{2}} \\
& +\rho v v \frac{\partial^{2} \phi_{\mathbf{X}}}{\partial X \partial v} \tag{5.1}
\end{align*}
$$

subject to the initial condition $\phi_{\mathbf{X}}(u ; T, T)=\exp (i u X(0))$, for $\tau=T-t=0$. We can easily prove that the process $\mathbf{X}(t)$ has an affine structure and according to [12] the solution of the PDE is of the following form

$$
\begin{equation*}
\phi_{\mathbf{X}}(u ; t, T)=\exp (\bar{A}(\mathbf{u}, \tau)+\bar{B}(\mathbf{u}, \tau) X(t)+\bar{C}(\mathbf{u}, \tau) v(t)) \tag{5.2}
\end{equation*}
$$

By substituting the proposed solution into the pricing PDEs, we find the following set of Riccati ODEs

$$
\begin{align*}
& \frac{\mathrm{d} \bar{B}}{\mathrm{~d} \tau}=0, \quad \bar{B}(\mathbf{u}, 0)=i u, \\
& \frac{\mathrm{~d} \bar{C}}{\mathrm{~d} \tau}=\bar{B}(\bar{B}-1) / 2-(\kappa-v \rho \bar{B}) \bar{C}+v^{2} \bar{C}^{2} / 2, \quad \bar{C}(\mathbf{u}, 0)=0,  \tag{5.3}\\
& \frac{\mathrm{~d} \bar{A}}{\mathrm{~d} \tau}=\kappa \bar{v} \bar{C}, \quad \bar{A}(\mathbf{u}, 0)=0 .
\end{align*}
$$

According to [8] the solution of the set of ODEs is given by

$$
\begin{align*}
& \bar{B}(\mathbf{u}, \tau)=i u \\
& \bar{C}(\mathbf{u}, \tau)=\frac{1-\mathrm{e}^{-D_{1} \tau}}{v^{2}\left(1-g \mathrm{e}^{-D_{1} \tau}\right)}\left(\kappa-v \rho i u-D_{1}\right),  \tag{5.4}\\
& \bar{A}(\mathbf{u}, \tau)=\frac{\kappa \bar{v} \tau}{v^{2}}\left(\kappa-v \rho i u-D_{1}\right)-\frac{2 \kappa \bar{v}}{v^{2}} \log \left(\frac{1-g \mathrm{e}^{-D_{1} \tau}}{1-g}\right),
\end{align*}
$$

with $D_{1}=\sqrt{(\kappa-v \rho i u)^{2}+\left(u^{2}+i u\right) v^{2}}$ and $g=\frac{\kappa-v \rho i u-D_{1}}{\kappa-v \rho i u+D_{1}}$.
Hence, the characteristic function of the classical Heston model has indeed a closedform solution.

### 5.2. Characteristic function of the rough Heston model

Again, for further technicalities and an in-depth treatment of the following, we refer to [3]. Here, we only state their main result. To do so, we first set

$$
v_{0}=\xi \theta, \rho=\frac{1-\beta}{\sqrt{2\left(1+\beta^{2}\right)}}, v=\sqrt{\frac{\theta\left(1+\beta^{2}\right)}{\lambda \mu\left(1+\beta^{2}\right)}}, \theta=\bar{v}, \lambda=\kappa
$$

This implies that $\rho \in(-1 / \sqrt{2}, 1 / \sqrt{2}]$. We also write $P_{t}=\log \left(S_{t} / S_{0}\right)$ and hence consider the following rough Heston model:

$$
\begin{aligned}
d S_{t} & =S_{t} \sqrt{v_{t}} d W_{t} \\
v_{t} & =v_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \kappa\left(\bar{v}-v_{s}\right) d s+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} v \sqrt{v_{s}} d B_{s}
\end{aligned}
$$

The parameters $\kappa, \bar{v}, V_{0}$ and $v$ are positive and play the same role as in the Heston model. $W$ and $B$ are two Brownian motions with correlation $\rho$.
Theorem 5.2.1. Consider the rough Heston model 5.2 with a correlation between the two Brownian motions $\rho$ satisfying $\rho \in(-1 / \sqrt{2}, 1 / \sqrt{2}]$. For all $t \geq 0$, we have

$$
\phi_{\mathbf{X}}(a ; t)=\exp \left(\bar{v} \kappa I^{1} h(a, t)+v_{0} I^{1-\alpha} h(a, t)\right)
$$

where $h$ is the solution of the fractional Riccati equation

$$
D^{\alpha} h(a, t)=\frac{1}{2}\left(-a^{2}-i a\right)+\kappa(i a \rho v-1) h(a, s)+\frac{v^{2}}{2} h^{2}(a, s), \quad I^{1-\alpha} h(a, 0)=0
$$

## which admits a unique continuous solution.

However, in contrast to the classical model, the fractional Riccati differential equation does not allow for a closed-form solution. Thus, we have to numerically approximate the solution, which will be explained in more detail in the next chapter.

### 5.3. Characteristic function of the lifted Heston model

Before defining the characteristic function, we emphasize that the lifted Heston model is a n-dimensional multi-factor approximation of the rough Heston model. Hence, we will see in order to get the characteristic function a n -dimensional Ricatti equation has to be solved. Thus, we will continue working with $\log S_{t}^{n}$ as our n-dimensional log-stock.

The Fourier-Laplace transform of the Lifted Heston model with respect to the logstock price is introduced by [25] and denoted as

$$
\begin{equation*}
\mathbb{E}\left[\exp \left(u \log S_{t}^{n}\right) \mid \mathscr{F}_{t}\right]=\exp \left(\phi^{n}(t, T)+u \log S_{t}^{n}+\sum_{i=1}^{n} c_{i}^{n} \psi^{n, i}(T-t) U_{t}^{n, i}\right) \tag{5.5}
\end{equation*}
$$

where $\left(\psi^{n, i}\right)_{1 \leq i \leq n}$ solves the following $n$-dimensional system of Riccati ODE's

$$
\begin{equation*}
\left(\psi^{n, i}\right)^{\prime}=-x_{i}^{n} \psi^{n, i}+F\left(u, \sum_{j=1}^{n} c_{j}^{n} \psi^{n, j}\right), \quad \psi^{n, i}(0)=0, \quad i=1, \ldots, n \tag{5.6}
\end{equation*}
$$

with

$$
\begin{equation*}
F(u, v)=\frac{1}{2}\left(u^{2}-u\right)+(\rho v u-\kappa) v+\frac{v^{2}}{2} v^{2} \tag{5.7}
\end{equation*}
$$

and

$$
\phi^{n}(t, T)=\int_{0}^{T-t} F\left(u, \sum_{i=1}^{n} c_{i}^{n} \psi^{n, i}(s)\right) g_{0}^{n}(T-s) d s, \quad t \leq T .
$$

$x_{i}^{n}$ and $c_{i}^{n}$ in 5.6 are defined in 4.18 and 4.19.
Note that for $t=0$, we find that $U_{0}^{n, i}=0$ and hence the unconditioned FourierLaplace transform is given by

$$
\begin{equation*}
\phi_{X^{n}}(u, T)=\mathbb{E}\left[\exp \left(u \log S_{t}^{n}\right)\right]=\exp \left(u \log S_{0}^{n}+\int_{0}^{T} F\left(u, \sum_{i=1}^{n} c_{i}^{n} \psi^{n, i}(s)\right) g_{0}^{n}(T-s) d s\right) . \tag{5.8}
\end{equation*}
$$

Even though the solution of the n-dimensional Riccati equation cannot be obtained in closed form, it is of great computational advantage to numerically solve the n-dimensional system of Riccati equations instead of the fractional Riccati equation in the rough Heston model.

## 6

## Pricing European options under the rough Heston

## MODEL

### 6.1. 1D COS method for European options

In this section, we introduce the one-dimensional COS method developed by [4]. The Feynman-Kac theorem is a cornerstone in the pricing of European options, serving as a fundamental starting point whether one employs Monte Carlo simulations or Fourierbased numerical integration schemes such as the Carr-Madan method. Accordingly, we begin with the risk-neutral pricing formula:

$$
\begin{equation*}
v\left(x, t_{0}\right)=e^{-r \Delta t} \mathbb{E}^{\mathbb{Q}}[\nu(y, T) \mid x]=e^{-r \Delta t} \int_{\mathbb{R}} \nu(y, T) f(y \mid x) d y \tag{6.1}
\end{equation*}
$$

Here, $v$ represents the option value, $\Delta t$ is the time interval between the maturity date $T$ and the initial date $t_{0}$, and $\mathbb{E}^{\mathbb{Q}}[\cdot]$ denotes the expectation under the risk-neutral measure $\mathbb{Q}$. The variables $x$ and $y$ correspond to state variables at times $t_{0}$ and $T$, respectively. Furthermore, $f(y \mid x)$ is the probability density of $y$ given $x$, and $r$ is the riskneutral interest rate. However, in practical scenarios, the probability density of more complex price processes is often unknown, while their characteristic function is typically available. To leverage the availability of the characteristic function, [4] developed the COS method. This innovative pricing method is particularly effective for Levy and Heston processes, allowing for the efficient pricing of options with various strikes in a single computation.

We commence by establishing the Fourier pair, which delineates the relationship between the density and the characteristic function, as follows:

$$
\begin{equation*}
\phi(\omega)=\int_{\mathbb{R}} e^{i x \omega} f(x) d x \tag{6.2}
\end{equation*}
$$

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi} \int_{\mathbb{R}} e^{-i \omega x} \phi(\omega) d \omega \tag{6.3}
\end{equation*}
$$

The idea of [4] is to reconstruct the whole integral 6.3 from Fourier-cosine expansion.
For an arbitrary function f supported on $[0, T]$ the cosine expansion is denoted by

$$
\begin{equation*}
f(\theta)=\sum_{k=0}^{\infty} A_{k} \cdot \cos (k \theta) \quad \text { with } \quad A_{k}=\frac{2}{\pi} \int_{0}^{\pi} f(\theta) \cos (k \theta) d \theta, \tag{6.4}
\end{equation*}
$$

where $\Sigma^{\prime}$ reads that the first term in the summation is multiplied by $\frac{1}{2}$. In case the function $f$ is supported on an arbitrary interval $[a, b] \in \mathbb{R}$, the cosine expansion can be derived by the following change of variables

$$
\theta:=\frac{x-a}{b-a} \pi, \quad x=\frac{b-a}{\pi} \theta+a
$$

As a result, we find that

$$
\begin{equation*}
f(x)=\sum_{k=0}^{\infty \prime} A_{k} \cdot \cos \left(k \pi \frac{x-a}{b-a}\right) \tag{6.5}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{k}=\frac{2}{b-a} \int_{a}^{b} f(x) \cos \left(k \pi \frac{x-a}{b-a}\right) d x \tag{6.6}
\end{equation*}
$$

A pivotal aspect of the COS method is its reliance on the relationship between the Fourier cosine coefficients, denoted as $A_{k}$, and the characteristic function. Given that the density function is confined to the interval $[a, b]$, the corresponding characteristic function is evaluated within this finite range. The accuracy of the density representation over the interval $[a, b]$ is only marginally compromised, allowing the truncated integral to serve as a highly precise approximation of its infinite counterpart, as referenced in 6.2. This approximation is expressed as follows:

$$
\begin{equation*}
\hat{\phi}(\omega):=\int_{a}^{b} e^{i \omega x} f(x) d x \approx \int_{\mathbb{R}} e^{i \omega x} f(x) d x=\phi(\omega) . \tag{6.7}
\end{equation*}
$$

In this formulation, $\hat{\phi}(\omega)$ represents the approximation of the characteristic function over the finite interval $[a, b]$, closely mirroring the true characteristic function $\phi(\omega)$, which is integrated over the entire real line. This approach effectively harnesses the power of the COS method in capturing the essential characteristics of the option pricing model within a constrained domain.

Comparing 6.7 with $A_{k}$ in 6.6 yields to

$$
\begin{equation*}
A_{k} \equiv \frac{2}{b-a} \operatorname{Re}\left\{\hat{\phi}\left(\frac{k \pi}{b-a}\right) \cdot \exp \left(-i \frac{k a \pi}{b-a}\right)\right\}, \tag{6.8}
\end{equation*}
$$

where $\operatorname{Re}\{\cdot\}$ indicates taking the real part of the argument.
Taking into account 6.7 with $\hat{\phi}(\omega) \approx \phi(\omega)$ yielding to $A_{k} \approx F_{k}$, we find that

$$
\begin{equation*}
F_{k} \equiv \frac{2}{b-a} \operatorname{Re}\left\{\phi\left(\frac{k \pi}{b-a}\right) \cdot \exp \left(-i \frac{k a \pi}{b-a}\right)\right\} . \tag{6.9}
\end{equation*}
$$

By replacing $A_{k}$ with $F_{k}$, we find for the approximation of the density function $f(x)$ on $[a, b]$

$$
\begin{equation*}
\hat{f}(x)=\sum_{k=0}^{\infty} F_{k} \cos \left(k \pi \frac{x-a}{b-a}\right) \tag{6.10}
\end{equation*}
$$

and truncate the series summation such that

$$
\begin{equation*}
\hat{f}(x)=\sum_{k=0}^{N-1 \prime} F_{k} \cos \left(k \pi \frac{x-a}{b-a}\right) . \tag{6.11}
\end{equation*}
$$

For pricing European options, we have the following formula

$$
\begin{equation*}
v_{1}\left(x, t_{0}\right)=e^{-r \Delta t} \int_{a}^{b} v(y, T) f(y \mid x) d y \tag{6.12}
\end{equation*}
$$

The conditional density $f(y \mid x)$ is often not known but the characteristic function is. As a result, we replace the density by its cosine expansion in $y$, i.e.

$$
\begin{equation*}
f(y \mid x)=\sum_{k=0}^{+\infty \prime} A_{k}(x) \cos \left(k \pi \frac{y-a}{b-a}\right) \tag{6.13}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{k}(x):=\frac{2}{b-a} \int_{a}^{b} f(y \mid x) \cos \left(k \pi \frac{y-a}{b-a}\right) d y \tag{6.14}
\end{equation*}
$$

This yields the following expression for the price of a European option

$$
\begin{equation*}
v\left(x, t_{0}\right)=e^{-r \Delta t} \int_{a}^{b} v(y, T) \sum_{k=0}^{+\infty} A_{k}(x) \cos \left(k \pi \frac{y-a}{b-a}\right) d y \tag{6.15}
\end{equation*}
$$

By interchanging summation and integration in 6.15 , we find that

$$
\begin{equation*}
\nu\left(x, t_{0}\right)=\frac{1}{2}(b-a) \cdot e^{-r \Delta t} \cdot \sum_{k=0}^{+\infty \prime} A_{k}(x) \cdot V_{k}, \tag{6.16}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{k}:=\frac{2}{b-a} \int_{a}^{b} v(y, T) \cos \left(k \pi \frac{y-a}{b-a}\right) d y \tag{6.17}
\end{equation*}
$$

Lastly, by replacing $A_{k}(x)$ by $F_{k}(x)$ and setting as seen above and defining $x:=\ln \left(S_{0} / K\right)$ and $\quad y:=\ln \left(S_{T} / K\right)$ we have,

$$
\begin{equation*}
\nu\left(x, t_{0}\right) \approx e^{-r \Delta t} \sum_{k=0}^{N-1 \prime} \operatorname{Re}\left\{\phi\left(\frac{\mathrm{k} \pi}{\mathrm{~b}-\mathrm{a}} ; \mathrm{x}\right) \mathrm{e}^{-\mathrm{i} k \pi \frac{\mathrm{a}}{\mathrm{~b}-\mathrm{a}}}\right\} \mathrm{V}_{\mathrm{k}} \tag{6.18}
\end{equation*}
$$

As described in [4], we apply the following property when pricing options under the (rough) Heston model.

$$
\begin{equation*}
\nu\left(x, t_{0}\right) \approx e^{-r \Delta t} \sum_{k=0}^{N-1 \prime} \operatorname{Re}\left\{\phi\left(\frac{\mathrm{k} \pi}{\mathrm{~b}-\mathrm{a}}\right) \mathrm{e}^{-\mathrm{i} k \pi \frac{x-\mathrm{a}}{\mathrm{~b}-\mathrm{a}}}\right\} \mathrm{V}_{\mathrm{k}} . \tag{6.19}
\end{equation*}
$$

## Truncation Range

The accuracy of option price predictions using the COS method significantly depends on the precise determination of the integration bounds. Setting these bounds too wide requires employing a larger number of basis functions, which consequently increases computational complexity. Conversely, overly narrow bounds can lead to increased truncation errors. To achieve an optimal balance, it is recommended to set the bounds as follows:

$$
[a, b]=\left[c_{1}+x_{0}-L \sqrt{c_{2}}, c_{1}+x_{0}+L \sqrt{c_{2}}\right]
$$

with $L=8$,

$$
c_{1}=T+\left(1-e^{-\kappa T}\right) \frac{\bar{v}-\nu_{0}}{2 \kappa}-\frac{\bar{\nu} T}{2},
$$

and

$$
c_{2}=\bar{v}(1+v) T .
$$

This approach ensures that the bounds are neither excessively wide, which would complicate the computation, nor too narrow, which might compromise the accuracy due to truncation. By carefully selecting these parameters, the COS method can be utilized effectively for efficient and accurate option pricing.

### 6.2. Numerical approximation of the rough Heston charACTERISTIC FUNCTION

### 6.2.1. ADAMS SCHEME

As seen before, the unconditioned characteristic function is entirely defined through the fractional Riccati equation

$$
D^{\alpha} h(a, t)=\frac{1}{2}\left(-a^{2}-i a\right)+\kappa(i a \rho v-1) h(a, s)+\frac{v^{2}}{2} h^{2}(a, s), \quad I^{1-\alpha} h(a, 0)=0 .
$$

Using the fractional integral operator on both sides yields

$$
\begin{equation*}
h(a, t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} F(a, h(a, s)) d s . \tag{6.20}
\end{equation*}
$$

For 6.20 we use numerical methods and start with the well-known Adams method as proposed in [3]. The method is described as follows:

First, we define $g(a, t)=F(a, h(a, t))$ and define the discrete time grid $\left(t_{k}\right)_{k \in \mathbf{N}}$ with $\operatorname{mesh} \Delta\left(t_{k}=k \Delta\right)$. Now, we estimate

$$
h\left(a, t_{k+1}\right)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{k+1}}\left(t_{k+1}-s\right)^{\alpha-1} g(a, s) d s
$$

by

$$
\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{k+1}}\left(t_{k+1}-s\right)^{\alpha-1} \hat{g}(a, s) d s
$$

where

$$
\hat{g}(a, t)=\frac{t_{j+1}-t}{t_{j+1}-t_{j}} \hat{g}\left(a, t_{j}\right)+\frac{t-t_{j+1}}{t_{j+1}-t_{j}} \hat{g}\left(a, t_{j+1}\right), \quad t \in\left[t_{j}, t_{j+1}\right), \quad 0 \leq j \leq k .
$$

This leads to the following expression:

$$
\hat{h}\left(a, t_{k+1}\right)=\sum_{0 \leq j \leq k} a_{j, k+1} F\left(a, \hat{h}\left(a, t_{j}\right)\right)+a_{k+1, k+1} F\left(a, \hat{h}\left(a, t_{k+1}\right)\right)
$$

with

$$
\begin{gather*}
a_{0, k+1}=\frac{\Delta^{\alpha}}{\Gamma(\alpha+2)}\left(k^{\alpha+1}-(k-\alpha)(k+1)^{\alpha}\right)  \tag{6.21}\\
a_{j, k+1}=\frac{\Delta^{\alpha}}{\Gamma(\alpha+2)}\left((k-j+2)^{\alpha+1}+(k-j)^{\alpha+1}-2(k-j+1)^{\alpha+1}\right), \quad 1 \leq j \leq k \tag{6.22}
\end{gather*}
$$

and

$$
a_{k+1, k+1}=\frac{\Delta^{\alpha}}{\Gamma(\alpha+2)}
$$

We realize that the 6.21 is implicit. However, according to [3] we can use a so-called predictor, denoted by $\hat{h}^{P}\left(a, t_{k+1}\right)$ and defined as

$$
\begin{equation*}
\hat{h}^{P}\left(a, t_{k+1}\right)=\frac{1}{\Gamma(\alpha+1)} \int_{0}^{t}(t-s)^{\alpha-1} \tilde{g}(a, s) d s \tag{6.23}
\end{equation*}
$$

with

$$
\tilde{g}(a, t)=\hat{g}\left(a, t_{k}\right), t \in\left[t_{k}, t_{k+1}\right) .
$$

Hence, we have

$$
\begin{equation*}
\hat{h}^{P}\left(a, t_{k+1}\right)=\sum_{0 \leq j \leq k} b_{j, k+1} F\left(a, \hat{h}\left(a, t_{j}\right)\right) \tag{6.24}
\end{equation*}
$$

with

$$
b_{j, k+1}=\frac{\Delta^{\alpha}}{\Gamma(\alpha+1)}\left((k-j+1)^{\alpha}-(k-j)^{\alpha}\right)
$$

As a result, we have the final implicit scheme

$$
\begin{equation*}
\hat{h}\left(a, t_{k+1}\right)=\sum_{0 \leq j \leq k} a_{j, k+1} F\left(a, \hat{h}\left(a, t_{j}\right)\right)+a_{k+1, k+1} F\left(a, \hat{h}^{P}\left(a, t_{j}\right)\right), \quad \hat{h}(a, 0)=0 . \tag{6.25}
\end{equation*}
$$

However, we observe that in terms of computation time, the Adams Scheme is rather inefficient. The computational complexity is of $O\left(N_{\cos } N^{2}\right)$, where $N_{\text {cos }}$ is the number of space steps taken for the COS method and $N$ for the use of the fractional Adams method [3]. We realize that especially for small $H$ the Adams method needs a lot of steps to sufficiently converge to the solution of the fractional Riccati equation.


Figure 6.1: Convergence in the number of cosine basis functions with model parameter $\rho=-0.6, \bar{\nu}=0.05$, $v=0.4, \kappa=2$ and $v_{0}=0.0625$. Moreover, we have $S_{0}=100, K=100$ and $T=1.0$

### 6.2.2. NUMERICAL RESULTS

We first assume $H=\frac{1}{2}$. As a result, the rough Heston model coincides with the classical Heston model. In order to show the convergence and validity of the Adams method, we benchmark our prices using the 1D COS method and the classical Heston model.

It can be seen in 6.1 that with around 60 basis functions there is a good convergence towards the benchmark price. However, choosing the right number of cosine basis functions plays a major role in the overall speed of the pricing process. We note that it also heavily depends on the set of parameters chosen and the time to maturity. We can see that the amount of time it takes to calculate one pricing grows more or less linearly with the number of $N_{\text {cos }}$.



Figure 6.2: Convergence in the number of time steps taken in the Adams method with model parameter $\rho=-0.8, \bar{v}=0.05, v=0.4, \kappa=2$ and $v_{0}=0.0625$. Moreover, we have $S_{0}=100, K=100$ and $T=1.0$

In 6.2, the convergence with respect to the number of time steps in the Adams method is considered. Again, the benchmark is the price of the option under the classical Heston model using the 1D COS method. Remarkable is the amount of time to archive a very good approximation of the option price under the classical Heston model. However, choosing 20,000-time steps to archive an accuracy of $10^{-5}$ and better, yields a computational time of around 9 minutes, which is not really practical. In the literature, the Adams scheme is often seen as the benchmark method to get the characteristic function which
is used for pricing options under the rough Heston model. For the following calculations, we use $N=1,500$.

We calculate the implied volatility surface and especially the ATM skew under the rough Heston model and compare it to the classical Heston model.

Implied Volatility Surface


Figure 6.3: Implied volatility surface created using the rough Heston dynamics with parameters $\rho=-0.4$, $\bar{v}=0.0678, v=0.3, \kappa=2.6, v_{0}=0.1$ and $H=0.12$

In 6.5, we can observe that for larger maturities the term structure tends to be the same for both models. However, we notice that for short-term maturities the ATM skew of the classical Heston model tends to be constant, while the rough Heston dynamics generate ATM skews in line with $\psi(\tau)=A \tau^{H-\frac{1}{2}}$ as it can be seen in 6.4


Figure 6.4: Term structure of the at-the-money implied volatility skew created using the rough Heston dynamics vs. Fukusawa's approach: $\psi(\tau)=A \tau^{H-1 / 2}$ with $H=0.12$.


Figure 6.5: Term structure of the at-the-money implied volatility skew created using the rough Heston dynamics vs. classical Heston dynamics.

### 6.3. NUMERICAL APproximation of The Lifted Heston charACTERISTIC FUNCTION

### 6.3.1. Implicit-EXPLICIT EULER SCHEME

We first recall that in order to get the characteristic function for the lifted Heston model, we have to solve the following n-dimensional Riccati equation

$$
\begin{equation*}
\left(\psi^{n, i}\right)^{\prime}=-x_{i}^{n} \psi^{n, i}+F\left(u, \sum_{j=1}^{n} c_{j}^{n} \psi^{n, j}\right), \quad \psi^{n, i}(0)=0, \quad i=1, \ldots, n \tag{6.26}
\end{equation*}
$$

with

$$
\begin{equation*}
F(u, v)=\frac{1}{2}\left(u^{2}-u\right)+(\rho v u-\kappa) v+\frac{v^{2}}{2} v^{2} . \tag{6.27}
\end{equation*}
$$

In order to gain a first idea of the method introduced by [25], consider first the case where $F \equiv 0$ so that 6.26 coincides with

$$
\begin{equation*}
\left(\psi^{n, i}\right)^{\prime}=-x_{i}^{n} \psi^{n, i}, \quad i=1, \ldots, n \tag{6.28}
\end{equation*}
$$

where its solution is denoted by

$$
\psi^{n, i}(t)=\psi^{n, i}(0) e^{-x_{i}^{n} t}, \quad i=1, \ldots, n .
$$

We could first consider an explicit Euler scheme for 6.28, that is

$$
\hat{\psi}_{t_{k+1}}^{n, i}=\hat{\psi}_{t_{k}}^{n, i}-x_{i}^{n} \Delta t \hat{\psi}_{t_{k}}^{n, i}=\left(1-x_{i}^{n} \Delta t\right) \hat{\psi}_{t_{k}}^{n, i}, \quad i=1, \ldots, n,
$$

for a regular time grid $t_{k}=(k T) / N$ for all $k=1, \ldots, N$, where $T$ is the terminal time, $N$ the number of time steps and $\Delta t=T / N$. A sufficient condition for the stability of the scheme reads

$$
\Delta t \leq \min _{1 \leq i \leq n} \frac{1}{x_{i}^{n}}
$$

The biggest pain point is that $x_{n}^{n}$ grows very large as $n$ increases. For instance, for $n=120, r_{120}=1.13$ and $H=0.1, x_{n}^{n}=6449.88$. Hence, if we need to secure the stability of the explicit scheme, we would need a very large number of time steps $N$. In contrast, the implicit Euler scheme

$$
\hat{\psi}_{t_{k+1}}^{n, i}=\hat{\psi}_{t_{k}}^{n, i}-x_{i}^{n} \Delta t \hat{\psi}_{t_{k+1}}^{n, i}, \quad i=1, \ldots, n
$$

is stable for any number of time steps $N$. The implicit scheme yields

$$
\begin{equation*}
\hat{\psi}_{t_{k+1}}^{n, i}=\frac{1}{1+x_{i}^{n} \Delta t} \hat{\psi}_{t_{k}}^{n, i}, \quad i=1, \ldots, n \tag{6.29}
\end{equation*}
$$

As a result, the authors of [25] consider the following explicit-implicit discretization scheme of the $n$ dimensional Riccati system of equations denoted by

$$
\hat{\psi}_{0}^{n, i}=0, \quad \hat{\psi}_{t_{k+1}}^{n, i}=\frac{1}{1+x_{i}^{n} \Delta t}\left(\hat{\psi}_{t_{k}}^{n, i}+\Delta t F\left(u, \sum_{j=1}^{n} c_{j}^{n} \hat{\psi}_{t_{k}}^{n, j}\right)\right), \quad i=1, \ldots, n
$$

for a time grid $t_{k}=k \Delta t$ for all $k=1, \ldots, N$, with step size $\Delta t=T / N$, terminal time $T$ and number of time steps $N$.

### 6.3.2. NUMERICAL RESULTS

We first do similar convergence tests for validating the use of the COS method with the Lifted Heston model. Thus, we choose $H=\frac{1}{2}$. For the first experiment, we chose a relatively high number of factors, i.e. $n=5000$.


Figure 6.6: Convergence in the number of cosine basis functions with model parameter $H=0.5, \rho=-0.6$, $\bar{v}=0.05, v=0.4, \kappa=2$ and $v_{0}=0.0625$.Moreover, we have $S_{0}=100, K=100$ and $T=1.0$

Next, we test the convergence in the number of factors used in the lifted Heston model.


Figure 6.7: Convergence in the number factors $n$ used in the Lifted Heston method with model parameter $\rho=-0.6, \bar{v}=0.085, v=0.4, \kappa=2.5$ and $v_{0}=0.0925$. Moreover, we have $S_{0}=10, K=10$ and $T=1.0$

We can observe in 6.7 that a very low number of factors still results in a very good approximation. Going forward we use $n=120$, which marks a good tradeoff between accuracy and computation time.

In the next step, we benchmark the results to option prices generated by the 1D COS method under the rough Heston model using the Adams scheme with $N=2500$.

In the following table, we take a closer look at the error at different strike levels. We consider OTM as $x=-0.2$, ATM as $x=0.0$ and ITM as $x=0.2$.

As seen in Figure 12, for options far out of the money the relative error seems quite high. However, these prices are anyway close to zero in a range of $10^{-12}-10^{-14}$. Hence, for these prices, we rather take into account the absolute error which seems more than


Figure 6.8: Comparison option price using 1D COS method under the Lifted Heston vs. rough Heston with the Adams scheme.

|  | CPU Time (s) | Price |  |  | Error (\%) |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | OTM | ATM | ITM | OTM | ATM | ITM |
| Lifted Heston | 0.201 | 0.3362 | 0.9394 | 2.0043 | 0.024 | 0.069 | 0.032 |
| Rough Heston(N=200) | 0.248 | 0.3343 | 0.9362 | 2.0020 | 0.435 | 0.262 | 0.086 |
| Rough Heston(N=2500) BM | 18.83 | 0.3361 | 0.9387 | 2.0038 | - | - | $-\mathbf{6}$ |

Table 6.1: Relative error analysis over various strike prices.
accurate for out-of-the-money options.

Important to note is that going further the Lifted Heston model becomes our benchmark model due to the massive improvement in terms of computational time. Hence, we benchmark further results against the option prices obtained via the Lifted Heston model with parameter $n=120$.

In the next numerical Experiment, we plot the implied volatility surface created using the Lifted Heston model and plot the error against the rough Heston implied volatility. The volatility surface consists of 50 different strike prices and 50 different maturities between 0.1 and 1.0.

Nevertheless, we note that the computation time for the whole volatility surface for the lifted Heston is 12.21 seconds, while for the rough Heston using only $N=2,500$ steps the computation time is already at 253.46 seconds, which can be seen in the following table

|  | CPU Time whole vol surface (s) |
| :--- | :---: |
| Lifted Heston | 12.21 |
| Rough Heston(N=2500) | 253.46 |

Table 6.2: CPU Time analysis

## Implied Volatility Surface



Figure 6.9: Implied volatility surface created using the lifted Heston dynamics with parameters $\rho=-0.4$, $\bar{v}=0.0678, v=0.3, \kappa=2.6, v_{0}=0.1$ and $H=0.12$

AbsError in Rough Heston vs Lifted


Figure 6.10: Absolute error of the implied volatility surface generated using the lifted Heston dynamics vs. the rough Heston dynamics with parameters $\rho=-0.4, \bar{v}=0.0678, v=0.3, \kappa=2.6, v_{0}=0.1$ and $H=0.12$

Last but not least, we see in 6.11, that the lifted Heston model is creating the same typical rough volatility behavior of the ATM skew.

However, both models the lifted Heston as well as the rough Heston model find their bottleneck whenever the density of the underlying log-stock is heavily peaked as shown in 6.13. In order for the density to be sufficiently smooth, a high number of cosine basis functions is needed to overcome the Gibbs phenomena, which significantly slows down the pricing process of both models. The effect of the number of cosine basis functions is


Figure 6.11: Term structure of the at-the-money implied volatility skew created using the lifted Heston dynamics vs. rough Heston dynamics.
displayed in 6.13 as well. Moreover, for the implicit-explicit Euler scheme for the lifted Heston a very small number of steps $T / N$ are needed in order to compensate for the high number of cosine basis functions and to stay numerically stable. In the following table, we price an option with parameters given in 6.13 and $N_{\text {cos }}=2000$, in order to visualize the effect.


Figure 6.12: Example of a peaked density around ATM (Zoomed out)


Figure 6.13: Example of a peaked density around ATM (Zoomed in)

In comparison to the extreme, in 6.15 , we see a density that is less peaked and has way-fetter tails. We observe that already a small number of basis functions is sufficient to have a smooth density.

We note that the above-given examples are displayed for a maturity of 0.8 years.


Figure 6.14: Example of a wider density with fatter tails (Zoomed out)


Figure 6.15: Example of a wider density with fatter tails (Zoomed in

|  | CPU Time $(\mathrm{s})$ | Price |
| :--- | :---: | :---: |
| Lifted Heston $(\mathrm{N}=600)$ | 1.109 | NaN |
| Lifted Heston $(\mathrm{N}=9000)$ | 5.63 | 0.873 |
| Rough Heston $(\mathrm{N}=600)$ | 1.153 | NaN |
| Rough Heston $(\mathrm{N}=2500)$ | 135.6 | 0.880 |

Table 6.3: Computational time for the peaked density example 6.13

## 7

## Our approach of Pricing European options under the rough Heston model

Efficient and fast option pricing is pivotal in the finance industry as it enables traders to make timely, informed decisions in the fast-paced derivatives market, where even fractional delays can significantly impact profitability and risk management. In this chapter, we introduce a novel method of pricing European options in the rough Heston setting. Our aim in this chapter is to effectively solve the bottleneck in computational time in pricing options or more explicitly the approximation of the characteristic function in the pricing process under the rough Heston model.

Introducing the COS-CPD method, which aims to approximate the characteristic function in a supervised machine learning process by reducing the computational complexity that arises from calculating the multi-dimensional Fourier coefficient tensor resulting from the global decomposition of the characteristic function. Hence, we can efficiently approximate the characteristic function to have a fast option pricing method for the rough Heston model.

In the first section of this chapter, we describe the initial problem and give an introduction to our global decomposition using a cosine expansion. Moreover, we give general model assumptions and explain how we make use of our COS-CPD method in the rough Heston option pricing environment. Hence, the next sections are devoted to the implementation of the COS-CPD method in the calculation of European options. It is demonstrated that the COS-CPD method can greatly reduce the computational time in the option pricing process.

### 7.1. General Problem and assumptions

$$
v\left(x, t_{0}\right)=\frac{1}{2}(b-a) \cdot e^{-r \Delta t} \cdot \sum_{k=0}^{N-1} F_{k}(x) \cdot V_{k},
$$

As we have already seen the rough Heston model does not take into account any interest rate. This yields

$$
\nu\left(x, t_{0}, v_{0}\right)=\sum_{k=0}^{N-1 \prime} F_{k}\left(x, v_{0}\right) \cdot V_{k} .
$$

However, this model assumes fixed model parameters, i.e. in the rough Heston model the parameter ( $\rho, v, H, \bar{v}, \kappa$ ). So whenever we change the model parameters, we obviously change the characteristic function, which is captured in the $F_{k}-$ coefficients. As a result, we have

$$
\nu\left(x, t_{0}, v_{0}, \theta\right)=\sum_{k=0}^{N-1 \prime} F_{k}\left(x, v_{0}, \theta\right) \cdot V_{k} .
$$

We further assume that the initial $\nu_{0}$-value is now part of our parameter set $\theta$. Hence, from now on $\theta$ consists of all model parameters as well as initial market conditions.

Before we start with the actual method, we recall that the $F_{k}$-coefficients are given by

$$
\begin{equation*}
F_{k}(x, \theta)=\operatorname{Re}\left\{\phi\left(\frac{\mathrm{k} \pi}{\mathrm{~b}-\mathrm{a}} ; x, \theta\right) \mathrm{e}^{-\mathrm{i} k \pi \frac{\mathrm{a}}{\mathrm{~b}-\mathrm{a}}}\right\} . \tag{7.1}
\end{equation*}
$$

Furthermore, by taking into account the Heston model- property for factoring out the $x$-values as described in [4], we find that

$$
\begin{equation*}
F_{k}(\boldsymbol{x}, \theta)=\operatorname{Re}\left\{\phi\left(\frac{\mathrm{k} \pi}{\mathrm{~b}-\mathrm{a}} ; \theta\right) \mathrm{e}^{\mathrm{i} k \pi \frac{x-\mathrm{a}}{\mathrm{b-a}}}\right\} . \tag{7.2}
\end{equation*}
$$

For solving our optimization problem, it is important that the $F_{k}$ 's are drawn from the same function (characteristic function). As a result, we use cosine-series expansion for the characteristic function, which results in

$$
\begin{equation*}
\varphi(u \mid \theta)=f_{R}(u)+i \cdot f_{I}(u)=\sum_{j=0}^{N_{\varphi}-1} A_{j}(\theta) \cos \left(j \pi \frac{u-a_{\varphi}}{b_{\varphi}-a_{\varphi}}\right)+i \cdot B_{j}(\theta) \sin \left(j \pi \frac{u-a_{\varphi}}{b_{\varphi}-a_{\varphi}}\right), \tag{7.3}
\end{equation*}
$$

where $I$ and $R$ represent the real part and imaginary part respectively. Recalling that

$$
\begin{equation*}
v(\boldsymbol{x} ; t, \theta) \approx \sum_{k=0}^{N-1 \prime} \operatorname{Re}\left\{\varphi\left(\frac{k \pi}{b-a}\right) \exp \left(i k \pi \frac{\boldsymbol{x}-a}{b-a}\right)\right\} V_{k} \tag{7.4}
\end{equation*}
$$

and using Euler identity, i.e.

$$
e^{i x}=\cos (x)+i \sin (x),
$$

we find that

$$
\begin{align*}
v(\boldsymbol{x} ; t, \theta) & \approx \sum_{k=0}^{N-1 \prime} \operatorname{Re}\left\{\varphi\left(\frac{k \pi}{b-a}\right) \exp \left(i k \pi \frac{\boldsymbol{x}-a}{b-a}\right)\right\} V_{k} \\
& =\sum_{k=0}^{N-1^{\prime}} \operatorname{Re}\left\{\sum_{j=0}^{N_{\varphi}-1}\left[A_{j} \cos \left(j \pi \frac{u_{k}-a_{\varphi}}{b_{\varphi}-a_{\varphi}}\right)+i \cdot B_{j} \sin \left(j \pi \frac{u_{k}-a_{\varphi}}{b_{\varphi}-a_{\varphi}}\right)\right]\right.  \tag{7.5}\\
& \left.\cdot\left[\cos \left(k \pi \frac{x-a}{b-a}\right)+i \cdot \sin \left(k \pi \frac{\boldsymbol{x}-a}{b-a}\right)\right]\right\} V_{k} .
\end{align*}
$$

Switching sums and taking a real part leads to

$$
\begin{align*}
\nu(\boldsymbol{x} ; t, \theta) & \approx \sum_{j=0}^{N_{\varphi}-1} A_{j}\left[\sum_{k=0}^{N-1 \prime} \cos \left(j \pi \frac{u_{k}-a_{\varphi}}{b_{\varphi}-a_{\varphi}}\right) \cos \left(k \pi \frac{\boldsymbol{x}-a}{b-a}\right) V_{k}\right] \\
& -\sum_{j=0}^{N_{\varphi}-1} B_{j}\left[\sum_{k=0}^{N-1 \prime} \sin \left(j \pi \frac{u_{k}-a_{\varphi}}{b_{\varphi}-a_{\varphi}}\right) \sin \left(k \pi \frac{\boldsymbol{x}-a}{b-a}\right) V_{k}\right] . \tag{7.6}
\end{align*}
$$

Now for the sake of simplicity, we denote

$$
\begin{align*}
& C_{j}(\boldsymbol{x})=\left[\sum_{k=0}^{N-1 \prime} \cos \left(j \pi \frac{u_{k}-a_{\varphi}}{b_{\varphi}-a_{\varphi}}\right) \cos \left(k \pi \frac{\boldsymbol{x}-a}{b-a}\right) V_{k}\right]  \tag{7.7}\\
& S_{j}(\boldsymbol{x})=\left[\sum_{k=0}^{N-1 \prime} \sin \left(j \pi \frac{u_{k}-a_{\varphi}}{b_{\varphi}-a_{\varphi}}\right) \sin \left(k \pi \frac{\boldsymbol{x}-a}{b-a}\right) V_{k}\right] . \tag{7.8}
\end{align*}
$$

This yields

$$
\begin{equation*}
\nu(\boldsymbol{x} ; t, \theta)=\sum_{j=0}^{N_{\varphi}-1}\left(A_{j}(\theta) C_{j}(\boldsymbol{x})-B_{j}(\theta) S_{j}(\boldsymbol{x})\right) \tag{7.9}
\end{equation*}
$$

This linear system can be written as follows

$$
\boldsymbol{M}\left[\begin{array}{l}
\boldsymbol{A}  \tag{7.10}\\
\boldsymbol{B}
\end{array}\right]=\boldsymbol{\nu}_{\text {bench }}(\boldsymbol{x} ; t, \theta)
$$

The elements of the respective matrices are defined as follows

$$
\begin{align*}
& \left(\boldsymbol{M}_{A}\right)_{i j}=C_{j}\left(x_{i}\right)=\sum_{k=0}^{N-1} \cos \left(j \pi \frac{u_{k}-a_{\varphi}}{b_{\varphi}-a_{\varphi}}\right) \cos \left(k \pi \frac{x_{i}-a}{b-a}\right) V_{k}, \\
& \left(\boldsymbol{M}_{B}\right)_{i j}=-S_{j}\left(x_{i}\right)=-\sum_{k=0}^{N-1} \sin \left(j \pi \frac{u_{k}-a_{\varphi}}{b_{\varphi}-a_{\varphi}}\right) \sin \left(k \pi \frac{x_{i}-a}{b-a}\right) V_{k} \tag{7.11}
\end{align*}
$$

### 7.2. SVD FOR SOLVING THE LINEAR SYSTEM

As we're trying to estimate the vectors $\boldsymbol{A}$ and $\boldsymbol{B}$ the matrix $\boldsymbol{M} \in \mathbb{R}^{n \times 2 N_{\varphi}}$ is split up in two parts, i.e. $\boldsymbol{M}=\left[\begin{array}{ll}\boldsymbol{M}_{A} & \boldsymbol{M}_{B}\end{array}\right]$, where $\boldsymbol{M}_{A} \in \mathbb{R}^{n \times N_{\varphi}}$ and $\boldsymbol{M}_{B} \in \mathbb{R}^{n \times N_{\varphi}}$ correspond respectively to the vectors $\boldsymbol{A}$ and $\boldsymbol{B}$. This procedure has greatly been researched at FFQuant
[28]. We solve the linear equation denoted in 7.10 by SVD representation, i.e. we try to find the least square solution of the following set of equations

$$
\left[\begin{array}{c}
\boldsymbol{A}_{L S}  \tag{7.12}\\
\boldsymbol{B}_{L S}
\end{array}\right]=\underset{\boldsymbol{A}, \boldsymbol{B} \in \mathbb{R}^{N \varphi}}{\operatorname{argmin}}\left\|\boldsymbol{M}\left[\begin{array}{l}
\boldsymbol{A} \\
\boldsymbol{B}
\end{array}\right]-\boldsymbol{v}_{\text {bench }}(\boldsymbol{x} ; t, \theta)\right\|_{2}
$$

Using the LS solution and plugging this into the Fourier expansion of the chf. gives back the full chf.

We recall that the price of the option is denoted by

$$
\begin{equation*}
v(\boldsymbol{x} ; t, \theta)=\sum_{j=0}^{N_{\varphi}-1}\left(A_{j}(\theta) C_{j}(\boldsymbol{x})-B_{j}(\theta) S_{j}(\boldsymbol{x})\right) . \tag{7.13}
\end{equation*}
$$

Subsequently, we can also check the fit of the LS solution directly on the option rice.

### 7.3. COS-CPD FOR PRICING OPTIONS

Assuming we fix $j=0, \ldots, N_{\varphi}-1$ we make use of a multidimensional cosine expansion per $j$. This approach has already been research at FFQuant by [29] and [30]. This results in the following:

$$
\begin{align*}
& A_{j}(\theta)=\sum_{k_{1}=0}^{K-1 \prime} \cdots \sum_{k_{d}=0}^{K-1 \prime} F_{j, k_{1}, \ldots, k_{d}} \prod_{i=1}^{d} \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right) . \\
& B_{j}(\theta)=\sum_{k_{1}=0}^{K-1 \prime} \cdots \sum_{k_{d}=0}^{K-1 \prime \prime} G_{j, k_{1}, \ldots, k_{d}} \prod_{i=1}^{d} \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right) . \tag{7.15}
\end{align*}
$$

As a result, the price of a European option under the rough Heston model can be written as

$$
\begin{equation*}
\nu(\boldsymbol{x} ; t, \theta) \approx \sum_{j=0}^{N_{\varphi}-1} \sum_{k_{1}=0}^{K-1 \prime} \cdots \sum_{k_{d}=0}^{K-1 \prime}\left(F_{j, k_{1}, \ldots, k_{d}}(\theta) \cdot C_{j}(\boldsymbol{x})-G_{j, k_{1}, \ldots, k_{d}}(\theta) \cdot S_{j}(\boldsymbol{x})\right) \prod_{i=1}^{d} \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right) \tag{7.16}
\end{equation*}
$$

We further note that $\sum_{k=0}^{N-1 \prime}$ means that the first element is taken by $\frac{1}{2}$. However, going further we try to estimate the matrices $F$ and $G$ and hence for the sake of simplicity, we assume the $\frac{1}{2}$ is already taken into account. To avoid this exponential growth in the computational complexity for increasing d , the CPD technique can be used to approximate the Fourier coefficient tensor with a sum of rank-one components, i.e.

$$
\begin{align*}
& F_{j} \approx\left[\mathbf{A}_{1, j}, \mathbf{A}_{2, j}, \ldots, \mathbf{A}_{d, j}\right]_{R}=\sum_{r=1}^{R} a_{r}^{1, j} \circ a_{r}^{2, j} \circ \ldots \circ a_{r}^{d, j},  \tag{7.17}\\
& G_{j} \approx\left[\mathbf{B}_{1, j}, \mathbf{B}_{2, j}, \ldots, \mathbf{B}_{d, j}\right]_{R}=\sum_{r=1}^{R} b_{r}^{1, j} \circ b_{r}^{2, j} \circ \ldots \circ b_{r}^{d, j}, \tag{7.18}
\end{align*}
$$

where $\circ$ represents the outer product.
Consequently, the CPD approximation is obtained by computing the $2 d$ factor matrices $\left\{\mathbf{A}_{i, j}\right\}_{i=1}^{d}$ and $\left\{\mathbf{B}_{i, j}\right\}_{i=1}^{d}$ of sizes $K \times R$ each, as mentioned by [30]. Therefore, the computational complexity of computing the Fourier coefficients drops from $\mathscr{O}\left(K^{2 d}\right)$ to $\mathscr{O}(2 d K R)$, which makes this approach more suitable.
Once the factor matrices are computed, the Fourier coefficient tensor can be written as

$$
F_{j}\left[k_{1}, \ldots, k_{d}\right]=\sum_{r=1}^{R} \prod_{i=1}^{d} a_{r}^{i, j}\left[k_{i}\right],
$$

and

$$
G_{j}\left[k_{1}, \ldots, k_{d}\right]=\sum_{r=1}^{R} \prod_{i=1}^{d} b_{r}^{i, j}\left[k_{i}\right] .
$$

This ultimately leads to the following representation of the option price

$$
\begin{equation*}
\nu(\boldsymbol{x} ; t, \theta)=\sum_{j=0}^{N_{\varphi}-1} \sum_{k_{1}=0}^{K-1} \cdots \sum_{k_{d}=0}^{K-1} \sum_{r=1}^{R} \prod_{i=1}^{d}\left(a_{r}^{i, j}\left[k_{i}\right] \cdot C_{j}-b_{r}^{i, j}\left[k_{i}\right] \cdot S_{j}\right) \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right) . \tag{7.19}
\end{equation*}
$$

For the sake of brevity, we denote $\mathbf{v}_{i}\left[k_{i}\right]:=\cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right)$. Hence, we find that

$$
\begin{equation*}
v(\boldsymbol{x} ; t, \theta)=\sum_{j=0}^{N_{\varphi}-1} \sum_{k_{1}=0}^{K-1} \cdots \sum_{k_{d}=0}^{K-1} \sum_{r=1}^{R} \prod_{i=1}^{d}\left(a_{r}^{i, j}\left[k_{i}\right] \cdot C_{j}(\boldsymbol{x})-b_{r}^{i, j}\left[k_{i}\right] \cdot S_{j}(\boldsymbol{x})\right) \mathbf{v}_{i}\left[k_{i}\right] . \tag{7.20}
\end{equation*}
$$

By defining

$$
\begin{equation*}
f_{j}(\theta) \approx \sum_{k_{1}=0}^{K-1} \cdots \sum_{k_{d}=0}^{K-1} \sum_{r=1}^{R} \prod_{i=1}^{d} a_{r}^{i, j}\left[k_{i}\right] \mathbf{v}_{i}\left[k_{i}\right] \tag{7.21}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{j}(\theta) \approx \sum_{k_{1}=0}^{K-1} \cdots \sum_{k_{d}=0}^{K-1} \sum_{r=1}^{R} \prod_{i=1}^{d} b_{r}^{i, j}\left[k_{i}\right] \mathbf{v}_{i}\left[k_{i}\right] \tag{7.22}
\end{equation*}
$$

we find that the price of the option can be written as

$$
v(\boldsymbol{x} ; t, \theta)=\sum_{j=0}^{N_{\varphi}-1} f_{j}(\theta) \cdot C_{j}(\boldsymbol{x})-g_{j}(\theta) \cdot S_{j}(\boldsymbol{x})
$$

By setting

$$
f_{n, r}^{j}=\sum_{k_{n}=0}^{K-1} a_{r}^{n}\left[k_{n}\right] \mathbf{v}_{n}\left[k_{n}\right]=\mathbf{v}_{n}^{T} \mathbf{A}_{n}[:, r]
$$

and

$$
g_{n, r}^{j}=\sum_{k_{n}=0}^{K-1} a_{r}^{n}\left[k_{n}\right] \mathbf{v}_{n}\left[k_{n}\right]=\mathbf{v}_{n}^{T} \mathbf{B}_{n}[:, r],
$$

expression 7.21 and 7.22 can greatly be simplified to

$$
\begin{equation*}
f_{j}(\theta) \approx \sum_{r=1}^{R} f_{1, r}^{j}\left(\theta_{1}\right) \cdots f_{d, r}^{j}\left(\theta_{d}\right) \tag{7.23}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{j}(\theta) \approx \sum_{r=1}^{R} g_{1, r}^{j}\left(\theta_{1}\right) \cdots g_{d, r}^{j}\left(\theta_{d}\right) \tag{7.24}
\end{equation*}
$$

Each component $f_{n, r}^{j}$ represents a univariate Fourier-cosine series. Consequently, the Fourier-cosine series derived through Canonical Polyadic Decomposition (CPD) can be articulated as a product of these univariate series.
By stating that for each $j$ the output $y_{j}$ given an input vector $\left(\theta_{1}, \ldots, \theta_{d}\right)$ yields

$$
\begin{align*}
& y_{j}^{A}=\left(\mathbf{v}_{1}^{T} \mathbf{A}_{1, j} \circledast \cdots \circledast \mathbf{v}_{d}^{T} \mathbf{A}_{d, j}\right) \mathbf{1}=\left(\circledast_{i=1}^{d} \mathbf{v}_{i}^{T} \mathbf{A}_{i, j}\right) \mathbf{1} .  \tag{7.25}\\
& y_{j}^{B}=\left(\mathbf{v}_{1}^{T} \mathbf{B}_{1, j} \circledast \cdots \circledast \mathbf{v}_{d}^{T} \mathbf{B}_{d, j}\right) \mathbf{l}=\left(\circledast_{i=1}^{d} \mathbf{v}_{i}^{T} \mathbf{B}_{i, j}\right) \mathbf{1}, \tag{7.26}
\end{align*}
$$

where $\circledast$ denotes the Hadamad product as defined in 3.4.4 and $\mathbf{1}$ the unit vector of size R. Thus, we find that the price of the option is denoted by

$$
\begin{equation*}
\nu(\boldsymbol{x} ; t, \theta)=\sum_{j=0}^{N_{\varphi}-1}\left(\circledast_{i=1}^{d} \mathbf{v}_{i}^{T} \mathbf{A}_{i, j}\right) \mathbf{1} \cdot C_{j}-\left(\circledast_{i=1}^{d} \mathbf{v}_{i}^{T} \mathbf{B}_{i, j}\right) \mathbf{1} \cdot S_{j} . \tag{7.27}
\end{equation*}
$$

### 7.4. OUR COSINE NETWORK

To enhance the comprehension of the mathematical concepts presented in the preceding section, we aim to provide further clarity through graphical illustrations. These visualizations not only aid in understanding but also highlight the advantages of this approach compared to traditional machine-learning techniques.

We begin by examining the multidimensional cosine expansion for each $j$, as outlined in 7.15 , which originates from 7.13. It's important to note that while our discussion focuses on $A_{j}(\theta)$, the process for $B_{j}(\theta)$ is entirely analogous.

$$
A_{j}(\theta)=\sum_{k_{1}=0}^{K-1 \prime} \cdots \sum_{k_{d}=0}^{K-1 \prime} F_{j, k_{1}, \ldots, k_{d}} \prod_{i=1}^{d} \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right) .
$$

As mentioned above, the goal is to approximate the Fourier coefficient tensor with a sum of rank-one tensors, i.e,

$$
F_{j} \approx\left[\mathbf{A}_{1, j}, \mathbf{A}_{2, j}, \ldots, \mathbf{A}_{d, j}\right]_{R}=\sum_{r=1}^{R} a_{r}^{1, j} \circ a_{r}^{2, j} \circ \ldots \circ a_{r}^{d, j} .
$$

Each rank one component consists of a product of three univariate Fourier-cosine series. As a result, our supervised machine learning method boils down to understanding
the above-given figure. Even though the mathematics behind it might not be straightforward to understand, the intuition however is quite clear. We approximate the multidimensional Fourier-cosine series by a sum of rank-one components with each component given by a product of a univariate Fourier-cosine series, which can be displayed using the Hadamard product as seen in 7.25 and 7.26 . We recap that we thus can write the price of an option given input parameter vector as

$$
\begin{equation*}
\nu(\boldsymbol{x} ; t, \theta)=\sum_{j=0}^{N_{\varphi}-1}\left(\circledast_{i=1}^{d} \mathbf{v}_{i}^{T} \mathbf{A}_{i, j}\right) \mathbf{1} \cdot C_{j}-\left(\circledast_{i=1}^{d} \mathbf{v}_{i}^{T} \mathbf{B}_{i, j}\right) \mathbf{1} \cdot S_{j} . \tag{7.28}
\end{equation*}
$$

However, we can write of the European option in terms of our cosine network as follows. Before we can actually introduce our cosine network, we have to introduce some special notation according to [31].


Figure 7.1: Notation for our cosine network
In order to understand how our notation exactly works, we break it down step by step.
(1) vector-vector multiplication. This is just the inner product between two vectors of the same size. The result is a scalar
(2) vector-matrix multiplication. Having a matrix of $K \times R$ and a vector of size $R \times 1$ results in a vector of $K \times 1$
(3) vector-tensor multiplication. Having a tensor of $N \times K \times R$ and a vector of size $R \times 1$ results in a matrix of size of $N \times K$
(4) Tensor copy. Copying the result of the previous computation for the next step. I.e. if the previous calculation was vector-matrix multiplication, then the resulting vector is copied.
(5) Element-wise multiplication. Refers to the Hadamard product explained in 3.4.4.

In the following, we will methodically break down and explain each step to provide a clear understanding of the process with respect to 7.28 . We emphasize that our cosine network is displayed for $d=4$. However, the methodology translated to an arbitrary number of $d$.


Figure 7.2: Our novel cosine network
(1) In the first step, we calculate $\mathbf{v}_{1}^{T} \mathbf{A}_{1}$, which corresponds to the first vector-tensor multiplication in the upper row. We point out that $\mathbf{A}_{1}$ is now of form $K \times N_{\varphi} \times R$, while $\mathbf{v}_{1}^{T}$ is still of form $1 \times K$. The resulting matrix is of the form $N_{\varphi} \times R$. This matrix will be element-wise-multiplied using the Hadamard product with the resulting matrix of the $\mathbf{v}_{2}^{T} \mathbf{A}_{2}$ vector-tensor multiplication. We continue with this process until we reach $d=4$. We stress that the same procedure applies to $\mathbf{v}_{i}^{T} \mathbf{B}_{i}$ in the lower row.
(2) In the next step we copy our resulting $N_{\varphi} \times R$-matrix from the Hadamard multiplication (black dot).
(3) Next, we multiply this matrix with the unit vector of size $R \times 1$. This corresponds to the sum of rank-1 components in 7.23 and 7.24. Again, we note that we do the same computation for both the upper and lower row in the figure. The resulting vector of each computation is $N_{\varphi} \times 1$.
(4) Going further, we multiply our resulting vectors with the matrix $C$ and $S$ defined in 7.7 and 7.8 , respectively.
(5) Lastly, We subtract both results, in order to get our vector of option prices with respect to various strike prices.

In general, we emphasize that by using our cosine network we can loosen up all parameters in the respective stochastic volatility model, i.e. the rough Heston model up to 6 as well as the strike dimension which is captured in the matrices $C$ and $S$ respectively. In summary, our novel cosine network presents a tractable and supervised machine learning approach that efficiently approximates the necessary cosine coefficients, enabling us to derive the desired characteristic function with superior speed in comparison to existing benchmark methods. This innovative technique streamlines the process, ensuring
both accuracy and efficiency in obtaining the characteristic function for complex models.

Our cosine network distinguishes itself from conventional artificial neural networks (ANNs), such as those discussed in [32], by maintaining tractability throughout its operational process. Unlike standard ANNs, which often operate as "black boxes" leaving practitioners and researchers puzzled about the rationale behind specific decisions, our cosine network offers a transparent and comprehensible decision-making pathway. This transparency is crucial, as the opacity of ANNs can erode trust and hinder their practical application in real-world scenarios, a concern highlighted by [33]. Our cosine network's clear, tractable nature thus represents a significant advancement, enhancing the interpretability and reliability of neural network decisions in complex tasks.

### 7.5. TRAINING DATA

In order to find the factor matrices training data is needed. First, we fix the index $j$ and only focus on the $A$ part, since the other part will be analogous. Secondly, let us consider the grid of $M$ combinations of $d$ model parameters $\boldsymbol{\theta}$. In order to be able to loosen up all 6 parameters in the rough Heston model, which in the end will result in the calculation $M=1.000 .000$ options pricing per maturity, we want to avoid densities that are too peaked, as shown in figure 6.13. As a result, our parameters are restricted to the following intervals. The resulting combinations will be our training input.

| Parameters | Range |
| :---: | :---: |
| Correlation, $\rho$ | $(-0.9,0.9)$ |
| Reversion speed, $\kappa$ | $(1.5,5)$ |
| Long average variance, $\bar{v}$ | $(0.04,0.2)$ |
| Initial variance, $v_{0}$ | $(0.04,0.15)$ |
| Hurst parameter, $H$ | $(0.05,0.15)$ |
| Volatility of volatility, $v$ | $(0.1,0.4)$ |

Table 7.1: Parameter Ranges for the Model

Before we further elaborate, we note that the upcoming explanation is done for $A_{j}\left(\theta_{i}\right)$. However, $B_{j}\left(\theta_{i}\right)$ follows analogously.
For $i=1, \ldots, M$ the training output will be $A_{j}\left(\theta_{i}\right)$. These values are derived using SVD as explained in the previous sections. With this a set of log-asset prices $\mathbf{x}$ is needed to calculate a set of benchmark values per $\theta_{i}$. This means that first the whole vector $A\left(\theta_{i}\right)=\left[A_{0}\left(\theta_{i}\right), \ldots, A_{N_{\varphi}-1}\left(\theta_{i}\right)\right]^{T} \in \mathbb{R}^{N_{\varphi}}$ is computed using minimization problem 7.12. To get the correct output, we split them apart afterward such that for index $j$ we get the output vector $A_{j}(\boldsymbol{\theta})=\left[A_{j}\left(\theta_{1}\right), \ldots, A_{j}\left(\theta_{M}\right)\right]^{T} \in \mathbb{R}^{M}$. We denote the estimated outputs of $A_{j}(\boldsymbol{\theta})$ and $B_{j}(\boldsymbol{\theta})$ by $\mathbf{y}_{A}^{j}$ and $\mathbf{y}_{B}^{j}$. In total both

### 7.6. ALS Algorithm

Using the CPD technique yields to solving the following minimization problem.

$$
\min _{\left|\mathbf{A}_{i, j}\right|_{i=1}^{d}} \frac{1}{M} \sum_{m=1}^{M}\left(y_{A, m}^{j}-\left(\circledast_{i=1}^{d} \mathbf{v}_{i}^{T} \mathbf{A}_{i, j}\right) \mathbf{1}\right)^{2}
$$

and

$$
\min _{\left|\mathbf{B}_{i, j}\right|_{i=1}^{d}} \frac{1}{M} \sum_{m=1}^{M}\left(y_{B, m}^{j}-\left(\circledast_{i=1}^{d} \mathbf{v}_{i}^{T} \mathbf{B}_{i, j}\right) \mathbf{1}\right)^{2}
$$

where we use the squared error as the loss function
where $\mathbf{V}_{i} \in \mathbb{R}^{K \times M}$ with $\mathbf{V}_{i}[k, m]=\cos \left(k \pi \frac{\theta_{i}^{m}-a_{i}}{b_{i}-a_{i}}\right)$. The value $\theta_{i}^{m}$ denotes the value of the $i$-th coordinate in sampling vector $\theta_{m}$. The Alternate Least Square (ALS) algorithm can now be exploited to solve the factor matrices iteratively as derived in [20] and [30]. Fixing all factor matrices except for $\mathbf{A}_{i, j}$ (the case $\mathbf{B}_{i, j}$ follows analogously) we have,

$$
\min _{\mathbf{A}_{i, j}} \frac{1}{M} \sum_{m=1}^{M}\left(y_{A, m}^{j}-\mathbf{V}_{i}[:, m]^{T} \mathbf{A}_{i, j} \mathbf{Q}_{i, j}^{A}[:, m]\right)^{2}
$$

where $\mathbf{Q}_{i, j}^{A}$ with

$$
\mathbf{Q}_{i, j}^{A}=\left(\circledast_{n \neq i}\left(\mathbf{A}_{n, j}^{T} \mathbf{V}_{n}\right)\right)
$$

By setting the gradient equal to zero, we find that

$$
\begin{equation*}
\frac{2}{M} \sum_{m=1}^{M}\left(y_{A, m}^{j}-\mathbf{V}_{i}[:, m]^{T} \mathbf{A}_{i, j} \mathbf{Q}_{i, j}^{A}[:, m]\right)=0 \tag{7.29}
\end{equation*}
$$

Rearranging terms leads to the following
$\frac{1}{M} \sum_{m=1}^{M}\left(\mathbf{V}_{i}[:, m]^{T} \mathbf{A}_{i, j} \mathbf{Q}_{i, j}^{A}[:, m]\right)\left(\mathbf{V}_{i}[:, m]\left(\mathbf{Q}_{i, j}^{A}\right)^{T}[:, m]\right)=\frac{1}{M} \sum_{m=1}^{M} y_{A, m}^{j}\left(\mathbf{V}_{i}[:, m]\left(\mathbf{Q}_{i, j}^{A}\right)^{T}[:, m]\right)$.
Note that 7.30 is not a standard linear system of the form $A x=b$, which has to be solved for the unknown vector $x$. Instead, the system can be seen as a matrix equation, in which the unknown matrix $A_{n}$ has to be solved. A previous thesis done at FF Quant showed how to transform 7.30 into a equation of the form $A x=b$ by vectorizing the factor matrix $A_{n}$ [30]. Furthermore, it was shown that the Conjugate Gradient (CG) method is the fastest method in terms of convergence to solve 7.30.

### 7.7. Truncation Range and Fourier Expansion Terms

In order to have a good convergence in the CPD method, the choice of the truncation range and the number of cosine basis functions ( $N_{\varphi}$ and $N_{c o s}$ ) in the COS method is therefore of high importance.

Even though it is yet to develop a formula for the truncation range, we try to give an idea of how to carefully choose a proper truncation range in order to avoid reverse engineering. However, knowing that testing truncation intervals with different numbers of
$N_{\varphi}$ and $N_{c o s}$ in order to check convergence is computationally not feasible for all parameters. Assume we have $d=6$ with $K=10$. Hence, for every different combination of $N_{\varphi}$ and $N_{c o s}$ we have to go through the whole COS-CPD calculation and generate a training set of 1 million option pricings. Hence, we fix three parameters and use COS-CPD on 3/6 parameters with $K=10$ in the rough Heston model, which then boils down to only have 1000 option pricing processes. Once we were satisfied with the convergence, we tested it on the value extremes of the three fixed parameters and their combinations.
Afterward, we loosen up one more parameter and check its fit and convergence of the CPD method of that specific combination in 5D. In the end, this was done for all 5 different maturities on which we later based on our implied volatility surface. Nonetheless, with the explanations below choosing a suitable truncation range is less of a guessing game but rather a matter of a careful choice.

Before we analyze the different truncation ranges, we recall that in 7.3 , we have to deal with two different Truncation ranges. First, the one with respect to the series expansion of the characteristic function. We truncate the series of the characteristic function with respect to the interval $\left[0, \frac{N_{\text {cos }} \pi}{(b-a)}\right]$. Hence, we find that $\left[a_{\varphi}=0, b_{\varphi}=\frac{N_{\text {cos }} \pi}{(b-a)}\right]$. The other truncation range we deal with is the one of the 1D COS-method as described in [4]. However, these two truncation ranges behave opposite of each other as choosing [ $a, b$ ] large results in a tighter interval of $\left[a_{\varphi}, b_{\varphi}\right]$, while choosing $[a, b]$ small results in a bigger interval $\left[a_{\varphi}, b_{\varphi}\right]$. Hence, it is important to find a good trade-off between both of them.


Figure 7.3: Absolute and relative error for an interval of $[-1,1]$ and $N_{\varphi}=32$ with Rank $=15$


Figure 7.4: Absolute and relative error for an interval of $[-1,1]$ and $N_{\varphi}=64$ with Rank $=15$

As we can see in figure 7.4, for a very tight interval $[a, b]$ we need a larger number of $N_{p h i}$ in order to have a less oscillating error, which is accordance to the intuition that a wider interval needs more cosine basis functions in order to have a good approximation. However, even though the error seems to improve we observe that when plotting the density there is not much of an improvement of the overall density function even though we further increased $N_{p h i}$. Even though the initial error in 7.4 seems quite promising using this density in the option pricing method would indeed result in significant errors. One could argue that choosing a sufficiently wide intervals $[a, b]$ and $\left[a_{\varphi}, b_{\varphi}\right]$ and a high number of cosine basis functions in both expansions would solve the problem. However, first and foremost a very high number of $N_{\varphi}$ would increase the computational time in
our COS-CPD method by a multiple. Remember we have to find $2 N_{\varphi} d$ Factor matrices.


Figure 7.5: $[-1,1]$ and $N_{\varphi}=64$. Bad density due to truncation error


Figure 7.7: Absolute and relative error for an interval of $[-3,3]$ and $N_{\varphi}=32$ with Rank $=1$


Figure 7.6: $[-1,1]$ and $N_{\varphi}=128$. Bad density due to truncation error


Figure 7.8: Absolute and relative error for an interval of $[-3,3]$ and $N_{\varphi}=32$ with Rank $=15$

As we can see in 7.8, as mentioned before very wide interval $[a, b]$ results in a very tight interval $\left[a_{\varphi}, b_{\varphi}\right]$. As a result, by looking at the non-improvement of the rank that there is some kind of dominant truncation error most probably resulting from the very tight interval $\left[a_{\varphi}, b_{\varphi}\right]$.

In comparison to the above two approaches, in 7.10 , we see that when having a very good trade-off between both truncation ranges the COS-CPD method works really well. We can also see that with an increasing number of $N_{p h i}$ the approximation of the density is becoming really smooth as seen in 7.12.

As a result, we go with the following set of parameters for the COS-CPD method.

| Maturity | $N_{\varphi}$, Interval |
| :---: | :---: |
| 1.0 | $32,[-2.5,2.5]$ |
| 0.75 | $32,[-2.25,2.25]$ |
| 0.5 | $32,[-2.25,2.25]$ |
| 0.25 | $32,[-2.5,2.5]$ |
| 0.1 | $32,[-2.5,2.5]$ |

We emphasize that the table mentioned is suitable only for the parameter set defined in 7.1. Generally speaking, choosing a suitable $[a, b]$ might be a challenging task, but it is


Figure 7.9: Absolute and relative error for an interval of [ $-2.5,2.5$ ] and $N_{\varphi}=32$ with Rank $=1$


Figure 7.11: $[-2.25,2.25]$ and $N_{\varphi}=16$. Bad density due to very little $N_{\varphi}$


Figure 7.10: Absolute and relative error for an interval of $[-2.5,2.5]$ and $N_{\varphi}=32$ with Rank $=15$


Figure 7.12: $[-2.25,2.25]$ and $N_{\varphi}=32$. Nice density recovered from COS-CPD chf.
important to note that a lot depends on the parameter combinations and the maturities the COS-CPD method is given as input.


Figure 7.13: Absolute and relative error for a different number of cosine basis functions in each parameter dimension. The rank is set to 15 . Here, we consider an example for $\rho=0.4, \bar{v}=0.060$ and $H=0.08$


Figure 7.14: Absolute and relative error for a different number of cosine basis functions in each parameter dimension. The rank is set to 15 . Here, we consider an example for $\rho=-0.7, \bar{v}=0.078$ and $H=0.12$

### 7.8. Number of cosine basis functions in the ParameTER DIMENSIONS

For choosing a suitable number of cosine basis functions ( $K$ ) for the different parameter dimensions, we first fix the rank at $r=15$. Throughout this analysis we consider ATM options, i.e. keep $x=0$ fixed, and plot the different errors against the number of cosine basis functions. We consider ATM options because the error seems to be the most sensitive for ATM options. As a result, we see if the error improves with a finer grid of training points and to what degree.

We tested the outcome for various different sets of parameters in 3D, which means we keep $v_{0}=0.0625, v=0.2$ and $\kappa=2.5$ fixed and "loosen up" the rest of the parameters.

It is important to note that a higher number of N does not automatically mean a better error as seen above. However, the generation of the training set grows exponentially with $K . K$ is the number of cosine basis function in in each dimension. As we aim to lose up all of the 6 parameters in the rough Heston model, $K=10$ already yields a training set of $1,000,000$ option prices, while $K=14$ would yield a training set of over 7.5 million option prices.

### 7.9. OPTIMAL CHOICE OF RANK

Throughout this section, we fix $K=10$ as the number of cosine basis functions in each parameter dimension and try to find an optimal rank. As mentioned in [34] and [30], finding the rank is a NP-hard problem. However, we find an "optimal" rank as follows. Again, we fix 3 parameters as we think this is sufficient to prove the point we make. Having fixed three parameters, we apply COS-CPD on the remaining 3D tensor and calculate option prices with various different strikes. We then take the mean absolute error of all the options against our benchmark method. We note that it is suitable to choose strikes that are not too far from each other as for deep OTM options the absolute error is around $10^{-6}$, which might lead to misleading mean errors. We recommend choosing strikes around ATM. Next, we repeat this procedure for all sorts of ranks and plot the resulting error against the rank to see which rank suits best. The results can be seen in


Figure 7.15: Absolute and relative error for a different number for the Rank. Here, we consider an example for $\rho=-0.2, \bar{v}=0.060$ and $H=0.08$


Figure 7.16: Absolute and relative error for a different number for the Rank. Here, we consider an example for $\rho=-0.7, \bar{v}=0.078$ and $H=0.12$

### 7.15

Even though it might look like a very small number of rank might be sufficient, we experienced that for higher dimensions, we have to choose a higher number for the rank in order for the COS-CPD method to sufficiently converge. As a result, we choose rank = 10 going forward.

### 7.10. Numerical results

### 7.10.1. Option pricing

For the first numerical experiment, we chose two different sets of parameters from 7.1, i.e.
(1) $\rho=-0.6, \kappa=2.0, \bar{\nu}=0.055, v_{0}=0.0625, H=0.08, v=0.15$
(2) $\rho=-0.26, \kappa=1.8, \bar{v}=0.95, \nu_{0}=0.0756, H=0.12, v=0.36$
for $T=0.75$. We see in 7.17 that for both sets of parameters, the price of the COS-CPD is indistinguishable from the Lifted Heston as well as from the Rough Heston price.

For the first set of parameters the COS-CPD error against the rough Heston and the lifted Heston can be seen in 7.19. We can see that the error is better against the lifted Heston, which is expected as that method was used for benchmarking. However, the COS-CPD pricing performs sufficiently accurately against the rough Heston as well.

Furthermore, we have a closer look at the performance of one single option pricing process and the relative error analysis through different strike levels. Again, we consider OTM as $x=-0.2$, ATM as $x=0.0$, and ITM as $x=0.2$. Important to note that in the following analysis, we include the rough Heston price using $N=2,500$ time steps just for the sake of performance comparison. As previously mentioned the lifted Heston was used as a benchmark.

We conclude that our method is roughly 16 times faster than the lifted Heston and about 180 times faster than the benchmark most often being used in the literature while having very promising accuracy through various strike levels.

Lastly, we price 729 options with different parameter values and maturities and see the accuracy is consistent with the observation we made in 7.17 as well as 7.19 . The max-


Figure 7.17: Price COS-CPD vs rough Heston vs lifted Heston through different values of log-moneyness ( x )


Figure 7.18: Absolute and relative error COS-CPS against rough Heston


Figure 7.19: Absolute and relative error COS-CPS against lifted Heston

|  | CPU Time (s) | Price |  |  | Error (\%) |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | OTM | ATM | ITM | OTM | ATM | ITM |
| Lifted Heston BM | 0.161 | 0.1839 | 0.7840 | 1.9595 | - | - | - |
| COS-CPD | 0.010 | 0.1830 | 0.7832 | 1.9602 | 0.51 | 0.0986 | 0.0410 |
| Rough Heston(N=2500) | 18.83 | 0.1829 | 0.7831 | 1.9593 | - | - | - |

Table 7.2: Relative error analysis over various strike prices for Testset (1). The 'BM' denotes the benchmark being used.
imum absolute error throughout the 729 option pricings is 0.00945 . In 7.20 , we observe that the absolute error is consistently in the range of $10^{-3}$ throughout the whole set of strikes (displayed as log-moneyness x).


Figure 7.20: Mean Average and Mean Relative Error

### 7.10.2. ImPLIED VOLATILITY SURFACE

In order to get a reasonable implied volatility surface the training step has been done for 5 different maturities, i.e. $0.1,0.25,0.5,0.75$ and 1.0. Afterward, the whole surface was interpolated using cubic interpolation in order to get a sufficiently smooth surface with respect to log-moneyness and maturity [35].

Interpolated Implied Volatility Surface CPD


Figure 7.22: Interpolated implied volatility using COS-CPD


Figure 7.23: Absolute Error whole implied volatility surface Interpolated COS-CPD surface vs. lifted Heston implied volatility.

We clearly see that even though we interpolate between the above-mentioned maturities the absolute error is indeed small. We can see the spike in the short-term deep-in-the-money options. This is due to some Gibbs phenomena when approximating the
density using COS-CPD. Especially for short-term maturities, we find this problem as we only chose 10 cosine basis functions in each of the parameter dimensions.

Next, we compare the methods with respect to performance.

|  | CPU Time whole vol surface (s) |
| :--- | :---: |
| Lifted Heston | 12.21 |
| Lifted Heston Interpolated | 3.9 |
| Rough Heston(N=2500) | 253.46 |
| COS-CPD | 0.51 |

Table 7.3: CPU Time analysis
Last but not least, we check the ATM skew of the COS-CPD method in comparison to our benchmark.


Figure 7.24: Term structure of the at-the-money implied volatility skew created using our COS-CPD approach vs. lifted Heston dynamics.

We highlighted the points that are actually computed by the COS-CPD method, namely maturities $0.1,0.25,0.50,0.75$ and 1.0. As a result the error of the ATM skew mainly results from the interpolation procedure. We further highlight that the whole implied volatility surface can be calculated in about half a second around 8 times faster than the interpolated Lifted Heston surface.

## 8

## OUR CALIBRATION APPROACH

One of the most important tasks in quantitative finance is the calibration of the model to actual market data, which is equal to finding the optimal parameters such that the model output is as close as possible to the actual market data. In this chapter, we introduce a novel method of calibrating the rough Heston model to market data using the COSCPD method using the first derivative of the option price with respect to each of the considered parameters in the rough Heston model. Our cosine network enables us to derive the derivative with respect to each parameter analytically which in combination with the very efficient pricing method from 7 , results in a calibration within a minute while current benchmark methods take hours in calibration time.

### 8.1. OUR COS-CPD CALIBRATION APPROACH

### 8.1.1. ROUGH HEStON MODEL DERIVATIVES

The COS-CPD environment enables us to compute the derivatives of the option price with respect to each of the parameters in the rough Heston model. We recall that the European option price in the COS-CPD environment can be denoted by

$$
\begin{equation*}
\nu(\boldsymbol{x} ; t, \theta)=\sum_{j=0}^{N_{\varphi}-1}\left(A_{j}(\theta) C_{j}(\boldsymbol{x})-B_{j}(\theta) S_{j}(\boldsymbol{x})\right) \tag{8.1}
\end{equation*}
$$

with

$$
\begin{align*}
& A_{j}(\theta)=\sum_{k_{1}=0}^{K-1 \prime} \cdots \sum_{k_{d}=0}^{K-1 \prime} F_{j, k_{1}, \ldots, k_{d}} \prod_{i=1}^{d} \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right) .  \tag{8.2}\\
& B_{j}(\theta)=\sum_{k_{1}=0}^{K-1 \prime} \cdots \sum_{k_{d}=0}^{K-1 \prime} G_{j, k_{1}, \ldots, k_{d}} \prod_{i=1}^{d} \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right) . \tag{8.3}
\end{align*}
$$

Let us first denote $\zeta$ as a placeholder for any of the rough Heston parameters

$$
\theta=\rho, \bar{v}, v, \nu_{0}, H, \kappa .
$$

Then, we find that

$$
\begin{equation*}
\frac{d \nu(\boldsymbol{x} ; t, \theta)}{d \zeta}=\sum_{j=0}^{N_{\varphi}-1} \frac{d}{d \zeta}\left(A_{j}(\theta)\right) C_{j}(\boldsymbol{x})-\frac{d}{d \zeta}\left(B_{j}(\theta)\right) S_{j}(\boldsymbol{x}) \tag{8.4}
\end{equation*}
$$

We note that $C_{j}(\boldsymbol{x})$ and $S_{j}(\boldsymbol{x})$ are both independent of any model parameters. Hence, we only have to take care of $\frac{d}{d \zeta} A_{j}(\theta)$ and $\frac{d}{d \zeta} B_{j}(\theta)$. The following calculations are done for $\frac{d}{d \zeta} A_{j}(\theta)$. However, $\frac{d}{d \zeta} B_{j}(\theta)$ follows analogously.

$$
\begin{align*}
\frac{d}{d \zeta} A_{j}(\theta) & =\frac{d}{d \zeta} \sum_{k_{1}=0}^{K-1 \prime} \cdots \sum_{k_{d}=0}^{K-1 \prime} F_{j, k_{1}, \ldots, k_{d}} \prod_{i=1}^{d} \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right) \\
& =\sum_{k_{1}=0}^{K-1 \prime} \cdots \sum_{k_{d}=0}^{K-1 \prime} \frac{d}{d \zeta}\left(F_{j, k_{1}, \ldots, k_{d}} \prod_{i=1}^{d} \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right)\right) \tag{8.5}
\end{align*}
$$

Realizing that $F_{j, k_{1}, \ldots, k_{d}}$ is the coefficient matrix, which is independent of any parameter leaves us with the derivative of $\prod_{i=1}^{d} \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right)$ with respect to $\zeta$. We recall that $\zeta$ is a placeholder for any of the rough Heston parameters in $\theta$. As a result, taking the derivative with respect to $\zeta$ yields

$$
\begin{equation*}
\frac{d}{d \zeta} A_{j}(\theta)=-\sum_{k_{1}=0}^{K-1 \prime} \cdots \sum_{k_{d}=0}^{K-1 \prime} F_{j, k_{1}, \ldots, k_{d}} \sin \left(k_{\zeta} \pi \frac{\zeta-a_{\zeta}}{b_{\zeta}-a_{\zeta}}\right) \prod_{i=1}^{d-1} \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right) \tag{8.6}
\end{equation*}
$$

To make things clearer, we set $\zeta=H$. Then the derivative of the option price with respect to $H$ is given by

$$
\begin{equation*}
\frac{d \nu(\boldsymbol{x} ; t, \theta)}{d H}=\sum_{j=0}^{N_{\varphi}-1} \frac{d}{d H}\left(A_{j}(\theta)\right) C_{j}(\boldsymbol{x})-\frac{d}{d H}\left(B_{j}(\theta)\right) S_{j}(\boldsymbol{x}), \tag{8.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{d}{d H} A_{j}(\theta)=-\sum_{k_{1}=0}^{K-1 \prime} \cdots \sum_{k_{d}=0}^{K-1 \prime} F_{j, k_{1}, \ldots, k_{d}} \sin \left(k_{H} \pi \frac{H-a_{H}}{b_{H}-a_{H}}\right) \prod_{i=1}^{d-1} \cos \left(k_{i} \pi \frac{\theta_{i}-a_{i}}{b_{i}-a_{i}}\right) \tag{8.8}
\end{equation*}
$$

and consisting of all other parameters but $H$.
In order to check if the derived gradients are correct, we make use of Taylor expansion, with respect to each of the parameters and check if the Taylor expansion converges to the actual price. For this purpose, we take derivatives of the option price with respect to $\rho, H, v$ respectively. This is enough to validate our derivatives. Let's consider the following parameter set

$$
\theta=(H=0.12, \rho=-0.6, v=0.27),
$$

and

$$
\tilde{\theta}=(\tilde{H}=0.13, \tilde{\rho}=-0.55, \tilde{v}=0.25) .
$$

Next, we consider the following Taylor expansion

$$
\begin{equation*}
\nu(\boldsymbol{x} ; t, \theta)=v(\boldsymbol{x} ; t, \tilde{\theta})+\frac{d v(\boldsymbol{x} ; t, \theta)}{d H} \cdot(H-\tilde{H})+\frac{d v(\boldsymbol{x} ; t, \theta)}{d \rho} \cdot(\rho-\tilde{\rho})+\frac{d v(\boldsymbol{x} ; t, \theta)}{d v} \cdot(v-\tilde{v}) . \tag{8.9}
\end{equation*}
$$



Figure 8.1: 1st order Taylor expansion with respect to Parameters $H, \rho, v$.
We can easily observe in 8.1 that the Taylor expansion significantly improves the error against the initial option price with parameter set $\theta$. "AbsError no Taylor" is the absolute error of $\mathrm{v}(\boldsymbol{x} ; t, \tilde{\theta})$ and $v(\boldsymbol{x} ; t, \theta)$. and As a result, we can be confident that the derivatives are correctly derived.

In order to use the gradients, we tried different Python built-in optimizers. Whenever a good initial guess is at hand for the parameters then $L-B F G S-B$, a quasi-Newton method suits best as it converges really fast [36]. As the algorithm together with our pricing method converges quite fast, one can allow a couple of calibration procedures with different initial guesses. Nevertheless, another method of choice can be the conjugate gradient (CG) method. Nonetheless, $L-B F G S-B$ seems to converge a bit faster once a good initial guess is at hand.

## L-BFGS-B - Algorithm

Objective Function: Accoring to [36], we define an objective function $f(\theta)$ that measures the difference between model-generated option prices and observed market prices for a set of parameters $\theta$.

## Steps:

1. Initialization: Choose an initial guess for the parameters $\theta_{0}$ and set $k=0$.
2. Evaluate: Calculate the gradient of the objective function with respect to the parameters, $\nabla f\left(\theta_{k}\right)$.
3. Quasi-Newton Direction: Determine the search direction $p_{k}$ using the inverse Hessian approximation:

$$
p_{k}=-H_{k} \nabla f\left(\theta_{k}\right)
$$

4. Line Search: Find a step size $\alpha_{k}$ that reduces $f(\theta)$ along $p_{k}$.
5. Update: Adjust the parameters:

$$
\theta_{k+1}=\theta_{k}+\alpha_{k} p_{k}
$$

6. Limited Memory Update: Update the inverse Hessian approximation.
7. Check for Convergence: If criteria are satisfied (e.g., gradient close to zero), stop. Otherwise, return to Step 2.

Box Constraints: Enforce constraints on the parameter values, if needed.

## CG-Method (Conjugate Gradient Method)

Objective Function: As before, define an objective function $f(\theta)$ [36].
Steps:

1. Initialization: Choose an initial guess for the parameters $\theta_{0}$ and compute the initial gradient $g_{0}=\nabla f\left(\theta_{0}\right)$. Set the search direction $p_{0}=-g_{0}$ and $k=0$.
2. Compute step size:

$$
\alpha_{k}=\frac{g_{k}^{T} g_{k}}{p_{k}^{T} \nabla^{2} f\left(\theta_{k}\right) p_{k}}
$$

3. Update parameters:

$$
\theta_{k+1}=\theta_{k}+\alpha_{k} p_{k}
$$

4. Update gradient:

$$
g_{k+1}=g_{k}+\alpha_{k} \nabla^{2} f\left(\theta_{k}\right) p_{k}
$$

5. Check for Convergence: If $\left\|g_{k+1}\right\|$ is sufficiently small, stop.
6. Compute beta:

$$
\beta_{k}=\frac{g_{k+1}^{T} g_{k+1}}{g_{k}^{T} g_{k}}
$$

## 7. Update direction:

$$
p_{k+1}=-g_{k+1}+\beta_{k} p_{k}
$$

8. Return to Step 2.

### 8.1.2. CALIBRATION TO OPTION PRICE

In order to properly calibrate with respect to the option price, we use as an objective function

$$
\begin{equation*}
\min _{\theta} \frac{1}{M} \sum_{m=1}^{M} \frac{\left(v_{\text {market }}-v_{\text {model }}(\theta)\right)^{2}}{v_{\text {market }}^{2}} \tag{8.10}
\end{equation*}
$$

We start by calibrating our model to synthetic market prices generated by the COS method. For this purpose we generate around 216 option prices with maturities varying between ( $0.1,0.25,0.5,0.75,1.0$ ), different strike levels and a random combination of parameters within the range defined in 7.1. In the following table, we show the mean absolute and maximal absolute error throughout the whole calibration process. We note that the calibrated option values are very close to the the synthetic market prices with maximum absolute error over all calibrations being 0.00463.

| Parameter | Mean absolute error | Maximum absolute error |
| :---: | :---: | :---: |
| $\nu_{0}$ | 0.0035 | 0.0211 |
| $\theta$ | 0.0015 | 0.047 |
| $\bar{\nu}$ | 0.0042 | 0.035 |
| $\rho$ | 0.019 | 0.165 |
| $\kappa$ | 0.418 | 1.095 |
| $H$ | 0.0032 | 0.045 |

In order to calibrate against actual market data, we fix two parameters $\nu_{0}$ and $\kappa$. The choice of these two are quite practical. $v_{0}$ can very well be estimated by ATM implied volatility of some short term maturity. For this purpose, consider the following lemma by [10]

Lemma 8.1.1. (Term structure of the Black-Scholes implied volatility in the Heston Model).

$$
\begin{aligned}
\sigma_{A T M}^{2}(T) & \approx \frac{1}{T} \int_{0}^{T}\left[\left(v-\theta^{\prime}\right) e^{-\kappa^{\prime} t}+\theta^{\prime}\right] d t \\
& =\left(v-\theta^{\prime}\right) \frac{1-e^{-\kappa^{\prime} T}}{\kappa^{\prime} T}+\theta^{\prime}
\end{aligned}
$$

where $\kappa^{\prime}=\kappa-\frac{\rho \eta}{2}, \theta^{\prime}=\frac{\theta \kappa}{\kappa^{\prime}}$. The ATM BS implied variance $\left.\lim _{T \rightarrow 0} \sigma_{B S}^{2}(T)\right|_{A T M} \rightarrow v_{0}$.
As a result we conclude that the relationship between the ATM black-scholes variance and the initial variance $\nu 0$ can be assumed as linear. Hence, we estimate the initial variance with an ATM options with maturity up to 1 months.

In order to justify the fixing of $\kappa$, we make a small sensitivity analysis of the parameters $\kappa, \bar{v}$ and $v$. In the figures 8.2-8.4 below, we find that different values of $\kappa$ have a bigger influence for options that a further out-of-the-money, while $v$ drives the skewness of the implied volatility skew. Lastly, we observe that higher $v_{0}$ - values shift the whole smile/skew.

These characteristics enable us to fix $\kappa$ and by slightly changing the skewness as well as the up or downward shift, to overcome the defiance of fixing $\kappa$. In Figure 8.5, we can


Figure 8.2: Implied volatility with different $\bar{v}$-values.


Figure 8.3: Implied volatility with different $\kappa$-values.
see by carefully alternating $\bar{v}$ and $v$, we can even overcome large differences in $\kappa$. Again, we note the values for $\bar{v}$ and $v$ were chosen based on careful consideration and without any optimization.

Now, we try to calibrate SPX options from 06-Oct-2023 for different maturities. We estimated the initial variance as mentioned above with a value of $\nu_{0}=0.025$, while we fixed $\kappa=0.5$.

Important to know, is that the calibration procedure for both examples took less than 1 minute while a the calibration procedure using the lifted Heston model, took in between 3-6 hours. We can see in 8.7 and 8.6 that the COS-CPD calibration is nicely able to handle the the skewness of the price. Even though our model prices seems deviating quite a lot for deep in the money option prices, we are still in a relative error range of $10^{-1}$.


Figure 8.4: Implied volatility with different $v$-values.


Figure 8.5: Implied volatility fit for different $\kappa$-, $v$ - and $\bar{v}$-values


Figure 8.6: Calibrated SPX option prices on 06-Oct-2023 for maturity 0.8 years


Figure 8.7: Calibrated SPX option prices on 06-Oct-2023 for maturity 0.2 years

## 9

## Novel method of pricing Barrier and Bermudan options under the rough Heston

## MODEL

We want to price Barrier and Bermudan options with the COS method under the rough Heston model. Pricing such options are essentially pricing path-dependent options. As [37] states, we have to make use of the a priori not known joint density function between the log-stock price and the variance process given by a CIR process. For the classical Heston model, however, it can be recovered from the characteristic function in closed form. As we have already seen in the previous sections there is only a semi-closed-form solution available when dealing with the rough Heston model.

### 9.1. Bi-VARiATE CHARACTERistic FUNCTION OF LOG-StOCK and variance in the classical Heston model

As previously mentioned by using the 2D COS method, the computation for the bivariate characteristic function of the log-stock and variance process is needed. According to [5] the bi-variate characteristic function for the affine process $\mathbf{X}_{t}=\left(\log \left(S_{t}\right)=\right.$ $\left.X_{t}, v_{t}\right)$ is of the form

$$
\begin{equation*}
\phi\left(\mathbf{a}, \mathbf{X}_{t}, t, T\right)=\mathbb{E}\left[e^{i a_{1} X_{T}+i a_{2} v_{T}} \mid X_{t}, v_{t}\right]=\exp \left(B_{1}(T-t, \mathbf{a}) X_{t}+B_{2}(T-t, \mathbf{a}) v_{t}+A(T-t, \mathbf{a})\right), \tag{9.1}
\end{equation*}
$$

with

$$
\begin{align*}
\beta & :=\lambda-i \rho v a_{1} \\
D & :=\sqrt{\beta^{2}+v^{2} a_{1}\left(i+a_{1}\right)}  \tag{9.2}\\
h & :=\left(\beta-D-i a_{2} v^{2}\right) /\left(\beta+D-i a_{2} v^{2}\right) .
\end{align*}
$$

The functions $A, B_{1}$, and $B_{2}$ are solutions to a system of ordinary differential equations (ODEs) of Riccati type:

$$
\begin{align*}
& \frac{\partial B_{1}(t, \mathbf{a})}{\partial t}=0 \\
& \frac{\partial B_{2}(t, \mathbf{a})}{\partial t}=\frac{1}{2} \eta^{2} B_{2}^{2}(t, \mathbf{a})-\beta B_{2}(t, \mathbf{a})-\frac{1}{2} a_{1}\left(i+a_{1}\right)  \tag{9.3}\\
& \frac{\partial A(t, \mathbf{a})}{\partial t}=\lambda \theta B_{2}(t, \mathbf{a})
\end{align*}
$$

with initial conditions $B_{1}(0, \mathbf{a})=i a_{1}, B_{2}(0, \mathbf{a})=i a_{2}, A(0, \mathbf{a})=0$. Solving the ODEs gives

$$
\begin{align*}
B_{1}(t, \mathbf{a}) & =i a_{1} \\
B_{2}(t, \mathbf{a}) & =\frac{1}{v^{2}} \frac{\beta-D-(\beta+D) h e^{-D t}}{1-h e^{-D t}}  \tag{9.4}\\
A(t, \mathbf{a}) & =\frac{\lambda \theta}{v^{2}}\left[(\beta-D) t-2 \ln \left(\frac{h e^{-D t}-1}{h-1}\right)\right] .
\end{align*}
$$

### 9.2. Bi-variate characteristic function of Log-stock and variance in the rough Heston model

In order to use the 2D COS method for the rough Heston model, we first have to find the bi-variate characteristic function for the rough Heston case. The authors of [19] expand the idea of [3] define the full Fourier-Laplace functional as

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{u_{1} \log S_{T}+u_{2} \nu_{T}+\left(f_{1} * \log S\right)_{T}+\left(f_{2} * \nu\right)_{T}}\right]=\exp \left(\phi(T)+\psi_{1}(T) \log S_{0}+I^{1-\alpha} \psi_{2}(T) \nu_{0}\right), \tag{9.5}
\end{equation*}
$$

where $\psi_{1}=u_{1}+1 * f_{1}$ and $\phi$ and $\psi_{2}$ solve the fractional Riccati equations

$$
\begin{array}{rlrl}
\phi^{\prime} & =\kappa \bar{v} \psi_{2}, & & \phi(0)=0, \\
D^{\alpha} \psi_{2} & =f_{2}+\frac{1}{2}\left(\psi_{1}^{2}-\psi_{1}\right)+\left(\rho \sigma \psi_{1}-\lambda\right) \psi_{2}+\frac{v^{2}}{2} \psi_{2}^{2}, & I^{1-\alpha} \psi_{2}(0)=u_{2} \tag{9.6}
\end{array}
$$

where $*$ is the convolution between $f_{1}$ and $\log S$ defined in 3.1.7
For our purpose, we set $f_{1}=f_{2}=0, u_{1}=i a_{1}, u_{2}=i a_{2}$ and obtain

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{i a_{1} \log S_{T}+i a_{2} \nu_{T}}\right]=\exp \left(\phi(T)+i a \log S_{0}+I^{1-\alpha} \psi_{2}(T) \nu_{0}\right), \tag{9.7}
\end{equation*}
$$

where $\psi_{1}=i a_{1}$ and $\phi$ and $\psi_{2}$ solve the fractional Riccati equations

$$
\begin{array}{rlrl}
\phi^{\prime} & =\kappa \bar{v} \psi_{2}, & & \phi(0)=0, \\
D^{\alpha} \psi_{2} & =-\frac{1}{2} a(a+i)+(\rho \sigma i a-\lambda) \psi_{2}+\frac{v^{2}}{2} \psi_{2}^{2}, & I^{1-\alpha} \psi_{2}(0)=i a_{2} . \tag{9.8}
\end{array}
$$

### 9.3. 2 D COS METHOD FOR OPTION PRICING

For pricing path-dependent options like Barrier or Bermudan options under the Heston dynamics, we are dealing with a multidimensional asset price process. For this purpose [5] established the two-dimensional Fourier cosine series expansion or short 2D COS method. The idea behind this is similar to the 1D COS method introduced above.

### 9.3.1. GENERAL IDEA AND FORMULA FOR EUROPEAN OPTIONS

We again start with the risk-neutral option valuation formula

$$
\begin{equation*}
\nu\left(t_{0}, \mathbf{x}\right)=e^{-r \Delta t} \mathbb{E}^{t_{0}, \mathbf{x}}\left[g\left(\mathbf{X}_{T}\right)\right]=e^{-r \Delta t} \iint_{\mathbb{R}^{2}} g(\mathbf{y}) f(\mathbf{y} \mid \mathbf{x}) d \mathbf{y} \tag{9.9}
\end{equation*}
$$

where in this case $\mathbf{x}=\left(x_{1}, x_{2}\right)$ is the current state, $f\left(y_{1}, y_{2} \mid x_{1}, x_{2}\right)$ is the conditional density function, $r$ is the risk-free rate, and time to expiration is denoted by $\Delta t:=T-t_{0}$. In our application of the Heston model $\mathbf{x}=\left(x_{1}, x_{2}\right)$ is equivalent to $\mathbf{x}=(x=\log (S), v)$. By truncating $\mathbf{x}$ to a domain $\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right] \subset \mathbb{R}^{2}$ without losing significant accuracy, we find that using multidimensional Fourier cosine expansion

$$
\begin{align*}
v\left(t_{0}, \mathbf{x}\right) & =e^{-r \Delta t} \int_{a_{2}}^{b_{2}} \int_{a_{1}}^{b_{1}} g(\mathbf{y}) f(\mathbf{y} \mid \mathbf{x}) d y_{1} d y_{2} \\
& =e^{-r \Delta t} \int_{a_{2}}^{b_{2}} \int_{a_{1}}^{b_{1}} g(\mathbf{y}) \sum_{k_{1}=0}^{+\infty} \sum_{k_{2}=0}^{+\infty} A_{k_{1}, k_{2}}(\mathbf{x}) \cos \left(k_{1} \pi \frac{y_{1}-a_{1}}{b_{1}-a_{1}}\right) \cos \left(k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d y_{1} d y_{2} \tag{9.10}
\end{align*}
$$

We note that - equivalent to the 1D cae - $\Sigma^{\prime}$ means that the first term of the summation is weighted by $\frac{1}{2}$. In the second line, we replaced the conditional density with its Fourier cosine expansion on $\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right]$ with respect to $\mathbf{y}$, with the series coefficients defined by

$$
\begin{equation*}
A_{k_{1}, k_{2}}(\mathbf{x}):=\frac{2}{b_{1}-a_{1}} \frac{2}{b_{2}-a_{2}} \int_{a_{2}}^{b_{2}} \int_{a_{1}}^{b_{1}} f(\mathbf{y} \mid \mathbf{x}) \cos \left(k_{1} \pi \frac{y_{1}-a_{1}}{b_{1}-a_{1}}\right) \cos \left(k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d y_{1} d y_{2} \tag{9.11}
\end{equation*}
$$

Following the approach of [5], we truncate the series and approximate the series coefficients by

$$
\begin{equation*}
F_{k_{1}, k_{2}}(\mathbf{x}):=\frac{2}{b_{1}-a_{1}} \frac{2}{b_{2}-a_{2}} \iint_{\mathbb{R}^{2}} f(\mathbf{y} \mid \mathbf{x}) \cos \left(k_{1} \pi \frac{y_{1}-a_{1}}{b_{1}-a_{1}}\right) \cos \left(k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d y_{1} d y_{2} \tag{9.12}
\end{equation*}
$$

Now using

$$
2 \cos (\alpha) \cos (\beta)=\cos (\alpha+\beta)+\cos (\alpha-\beta)
$$

we obtain

$$
2 F_{k_{1}, k_{2}}(\mathbf{x})=F_{k_{1}, k_{2}}^{+}(\mathbf{x})+F_{k_{1}, k_{2}}^{-}(\mathbf{x})
$$

where

$$
F_{k_{1}, k_{2}}^{ \pm}(\mathbf{x}):=\frac{2}{b_{1}-a_{1}} \frac{2}{b_{2}-a_{2}} \iint_{\mathbb{R}^{2}} f(\mathbf{y} \mid \mathbf{x}) \cos \left(k_{1} \pi \frac{y_{1}-a_{1}}{b_{1}-a_{1}} \pm k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d y_{1} d y_{2}
$$

Analogously to the 1D COS method, $F_{k_{1}, k_{2}}$ are now given by

$$
\begin{equation*}
F_{k_{1}, k_{2}}=\frac{2}{b_{1}-a_{1}} \frac{2}{b_{2}-a_{2}} \operatorname{Re}\left(\varphi\left(\frac{k_{1} \pi}{b_{1}-a_{1}}, \left. \pm \frac{k_{2} \pi}{b_{2}-a_{2}} \right\rvert\, \mathbf{x}\right) \exp \left(-i k_{1} \pi \frac{a_{1}}{b_{1}-a_{1}} \mp i k_{2} \pi \frac{a_{2}}{b_{2}-a_{2}}\right)\right) \tag{9.13}
\end{equation*}
$$

with $\varphi(\cdot \mid \mathbf{x})$ representing the bivariavte conditional characteristic function of $\mathbf{X}_{T}$, given $\mathbf{X}_{t_{0}}=\mathbf{x}$.

As a result, we find for the 2D COS method formula for pricing European options that,

$$
\begin{equation*}
\hat{v}\left(t_{0}, \mathbf{x}\right):=\frac{b_{1}-a_{1}}{2} \frac{b_{2}-a_{2}}{2} e^{-r \Delta t} \sum_{k_{1}=0}^{N_{1}-1} \sum_{k_{2}=0}^{N_{2}-1} \frac{1}{2}\left[F_{k_{1}, k_{2}}^{+}(\mathbf{x})+F_{k_{1}, k_{2}}^{-}(\mathbf{x})\right] V_{k_{1}, k_{2}}(T) . \tag{9.14}
\end{equation*}
$$

Taking into account (9.13) finally yields

$$
\begin{align*}
\hat{v}\left(t_{0}, \mathbf{x}\right) & =e^{-r \Delta t} \sum_{k_{1}=0}^{N_{1}-1} \sum_{k_{2}=0}^{N_{2}-1} \frac{1}{2}\left[\operatorname{Re}\left(\varphi\left(\frac{k_{1} \pi}{b_{1}-a_{1}}, \left.+\frac{k_{2} \pi}{b_{2}-a_{2}} \right\rvert\, \mathbf{x}\right) \exp \left(i k_{1} \pi \frac{-a_{1}}{b_{1}-a_{1}}+i k_{2} \pi \frac{-a_{2}}{b_{2}-a_{2}}\right)\right)\right. \\
& \left.+\operatorname{Re}\left(\varphi\left(\frac{k_{1} \pi}{b_{1}-a_{1}}, \left.-\frac{k_{2} \pi}{b_{2}-a_{2}} \right\rvert\, \mathbf{x}\right) \exp \left(i k_{1} \pi \frac{-a_{1}}{b_{1}-a_{1}}-i k_{2} \pi \frac{-a_{2}}{b_{2}-a_{2}}\right)\right)\right] V_{k_{1}, k_{2}}(T) . \tag{9.15}
\end{align*}
$$

### 9.3.2. 2 D COS METHOD FOR PRICING DISCRETE BARRIER OPTIONS

Throughout the following section, we adjust the method presented by [5] to price discretely monitored barrier options. Throughout this section, only the knock-out event is considered, or even more specifically the up-and-out barrier option. This means that the option becomes worthless if on one of the $M$ monitoring dates $\mathscr{T}=\left\{t_{m}: 1 \leqslant m \leqslant M\right\}$, with $t_{M}=T$, the underlying stock price process $\left(S_{t}\right)_{t \geqslant 0}$ is above the barrier level $B$. Moreover, the option can only be exercised at maturity $T$. Equivalently this means that the payoff is:

$$
\begin{equation*}
\nu(x, T)=\left(\alpha\left(S_{T}-K\right)\right)^{+} \cdot 1_{\tau>T}, \tag{9.16}
\end{equation*}
$$

where $\tau:=\inf \left\{t_{m} \geqslant t_{0}: S_{t_{m}} \geqslant H\right\}$ is the first monitoring date that registers a breach of $S_{t}$ on the barrier level $B$. As a result, the indicator $1_{\tau>T}$ is zero once the barrier level is crossed at one of the monitoring dates by the underlying stock process. Furthermore, $x$ is the log-asset price and $\alpha=1$ for a call option and -1 for a put option.

Knowing the payoff at time $T$, this problem is solved backward in time using the following relation

$$
\left\{\begin{array}{l}
v\left(t_{\mathcal{\mu}}, \mathbf{x}\right)=g(\mathbf{x})  \tag{9.17}\\
c\left(t_{m-1}, \mathbf{x}\right)=e^{-r \Delta t} \mathbb{E}\left[v\left(t_{m}, \mathbf{X}_{t_{m}}\right) \mid \mathbf{X}_{t_{m-1}}=\mathbf{x}\right] \\
v\left(x, t_{m-1}\right)= \begin{cases}0, & \text { if } x \geqslant h \\
c\left(x, t_{m-1}\right), & \text { if } x<h\end{cases}
\end{array}\right.
$$

where $h=\log (B / K)$ and $c\left(t_{m-1}, \mathbf{x}\right)$ is called the continuation value and can be approximated by

$$
\begin{equation*}
\hat{c}\left(t_{m-1}, \mathbf{x}\right):=\frac{b_{1}-a_{1}}{2} \frac{b_{2}-a_{2}}{2} e^{-r \Delta t} \sum_{k_{1}=0}^{N_{1}-1 / \sum_{k_{2}=0}^{N_{2}-1 \prime}} \frac{1}{2}\left[F_{k_{1}, k_{2}}^{+}(\mathbf{x})+F_{k_{1}, k_{2}}^{-}(\mathbf{x})\right] V_{k_{1}, k_{2}}\left(t_{m}\right) . \tag{9.18}
\end{equation*}
$$

The Fourier coefficients of the value function in (9.18) are given by
$V_{k_{1}, k_{2}}\left(t_{m}\right):=\frac{2}{b_{1}-a_{1}} \frac{2}{b_{2}-a_{2}} \int_{a_{2}}^{b_{2}} \int_{a_{1}}^{b_{1}} v\left(t_{m}, \mathbf{y}\right) \cos \left(k_{1} \pi \frac{y_{1}-a_{1}}{b_{1}-a_{1}}\right) \cos \left(k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d y_{1} d y_{2}$.
As shown in equation (9.18), the continuation value at $t_{m-1}$ is calculated using the 2D COS method but depends on the coefficients of the value function at $t_{m}$. Hence, we have to find a recursive relation of these coefficients and solve them backward in time.
Using

$$
v\left(x, t_{m-1}\right)=\hat{v}\left(x, t_{m-1}\right)= \begin{cases}0, & \text { if } x \geqslant h \\ \hat{c}\left(x, t_{m-1}\right), & \text { if } x<h\end{cases}
$$

and

$$
c\left(x, t_{m-1}\right) \approx \hat{c}\left(x, t_{m-1}\right)
$$

from 9.18 , we can approximate $V_{k_{1}, k_{2}}\left(t_{m}\right)$ by

$$
\begin{align*}
\hat{V}_{k_{1}, k_{2}}\left(t_{m-1}\right) & =\frac{2}{b_{1}-a_{1}} \frac{2}{b_{2}-a_{2}} \int_{a_{2}}^{b_{2}} \int_{a_{1}}^{b_{1}} \hat{v}\left(t_{m-1}, \mathbf{y}\right) \cos \left(k_{1} \pi \frac{y_{1}-a_{1}}{b_{1}-a_{1}}\right) \cos \left(k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d y_{1} d y_{2} \\
& =\frac{2}{b_{1}-a_{1}} \frac{2}{b_{2}-a_{2}} \int_{a_{2}}^{b_{2}} \int_{a_{1}}^{h} \hat{c}\left(t_{m-1}, \mathbf{y}\right) \cos \left(k_{1} \pi \frac{y_{1}-a_{1}}{b_{1}-a_{1}}\right) \cos \left(k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d y_{1} d y_{2} \\
& =\hat{C}_{k_{1}, k_{2}}\left(a_{2}, b_{2}, a_{1}, h, t_{m-1}\right), \tag{9.19}
\end{align*}
$$

with
$\hat{C}_{k_{1}, k_{2}}\left(a_{2}, b_{2}, x_{1}, x_{2}, t_{m-1}\right)=\frac{2}{b_{1}-a_{1}} \frac{2}{b_{2}-a_{2}} \int_{a_{2}}^{b_{2}} \int_{x_{1}}^{x_{2}} \hat{c}\left(t_{m-1}, \mathbf{y}\right) \cos \left(k_{1} \pi \frac{y_{1}-a_{1}}{b_{1}-a_{1}}\right) \cos \left(k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d y_{1} d y_{2}$.
Taking into account (9.18) yields

$$
\begin{align*}
\hat{C}_{k_{1}, k_{2}}\left(a_{2}, b_{2}, a_{1}, h, t_{m-1}\right)= & \int_{a_{2}}^{b_{2}} \int_{a_{1}}^{h} \sum_{j_{1}=0}^{N_{1}-1 \prime} \sum_{j_{2}=0}^{N_{2}-1 \prime} e^{-r \Delta t} \frac{1}{2}\left[F_{j_{1}, j_{2}}^{+}(\mathbf{y})+F_{j_{1}, j_{2}}^{-}(\mathbf{y})\right]  \tag{9.21}\\
& \hat{V}_{j_{1}, j_{2}}\left(t_{m}\right) \cos \left(k_{1} \pi \frac{y_{1}-a_{1}}{b_{1}-a_{1}}\right) \cos \left(k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d y_{1} d y_{2}
\end{align*}
$$

Knowing $\hat{V}_{k_{1}, k_{2}}\left(t_{\mu}\right)$ as the Fourier coefficients of the value function for normal European option this recursion formula is well-defined.

### 9.4. Pricing Barrier options under the rough Heston MODEL

For a fixed time step $\Delta t=t_{m}-t_{m-1}$ defining $u_{1}=i a_{1}$ and $u_{2}=i a_{2}$, we find that

$$
\begin{align*}
\varphi\left(u_{1}, u_{2} \mid x, v\right) & :=\phi\left(\mathbf{u}, \mathbf{x}, t_{m}, t_{m+1}\right):=e^{u_{1} x} e^{\phi(\Delta t, \mathbf{u}) v} \varphi_{A}(\mathbf{u}), \text { where } \\
\varphi_{A}(\mathbf{u}) & :=e^{I^{1-\alpha}} \psi_{2}(\Delta t, \mathbf{u}) \tag{9.22}
\end{align*}
$$

As a result, we find that

$$
\begin{align*}
& \hat{C}_{k_{1}, k_{2}}\left(a_{2}, b_{2}, a_{1}, h, t_{m-1}\right) \\
& =\operatorname{Re}\left(\sum_{j_{1}=0}^{N_{1}-1 \prime N_{2}-1 \prime} \sum_{j_{2}=0}^{2} \frac{1}{2} \varphi_{A}\left(\frac{j_{1} \pi}{b_{1}-a_{1}},+\frac{j_{2} \pi}{b_{2}-a_{2}}\right) V_{j_{1}, j_{2}}\left(t_{\mathcal{M}}\right)\right. \\
& \left.M_{k_{1}, j_{1}}^{+}\left(a_{1}, h, a_{1}, b_{1}\right) H_{k_{2}, j_{2}}^{+}\left(a_{2}, b_{2}, a_{2}, b_{2}, \frac{j_{1} \pi}{b_{1}-a_{1}}\right)\right) \\
& +\operatorname{Re}\left(\sum_{j_{1}=0}^{N_{1}-1 \prime N_{2}-1 \prime} \sum_{j_{2}=0}^{\prime \prime} \varphi_{A}\left(\frac{j_{1} \pi}{b_{1}-a_{1}},-\frac{j_{2} \pi}{b_{2}-a_{2}}\right) V_{j_{1}, j_{2}}\left(t_{\mathcal{M}}\right)\right.  \tag{9.23}\\
& \left.M_{k_{1}, j_{1}}^{+}\left(a_{1}, h, a_{1}, b_{1}\right) H_{k_{2}, j_{2}}^{-}\left(a_{2}, b_{2}, a_{2}, b_{2}, \frac{j_{1} \pi}{b_{1}-a_{1}}\right)\right) \\
& :=\operatorname{Re}\left(\sum_{j_{1}=0}^{N_{1}-1 \prime} M_{k_{1}, j_{1}}^{+}\left(a_{1}, h, a_{1}, b_{1}\right) \mathscr{A}_{j_{1}, k_{2}}\right),
\end{align*}
$$

where the matrices $H^{ \pm}$and $M^{+}$are given by

$$
\begin{align*}
& H_{k_{2}, j_{2}}^{ \pm}\left(a_{2}, b_{2}, a_{2}, b_{2}, \frac{j_{1} \pi}{b_{1}-a_{1}}\right)  \tag{9.24}\\
& \quad:=\frac{2}{b_{2}-a_{2}} \int_{a_{2}}^{b_{2}} e^{y_{2} \phi\left(\Delta t, \frac{j_{1} \pi}{b_{1}-a_{1}}, \pm \frac{j_{2} \pi}{b_{2}-a_{2}}\right)} e^{ \pm i j_{2} \pi \frac{-a_{2}}{b_{2}-a_{2}}} \cos \left(k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d y_{2}
\end{align*}
$$

$$
\begin{equation*}
M_{m, n}^{+}\left(x_{1}, x_{2}, a, b\right):=\frac{2}{b-a} \int_{x_{1}}^{x_{2}} e^{i n \pi \frac{y-a}{b-a}} \cos \left(m \pi \frac{y-a}{b-a}\right) d y \tag{9.25}
\end{equation*}
$$

The ( $N_{1} \times N_{2}$ )-matrix $\mathscr{A}^{q}$ is now calculated in a row-wise fashion and the row-vector $\mathscr{A}_{j_{1}, .}=\left\{\mathscr{A}_{j_{1}, k_{2}}\right\}_{k_{2}=0}^{N_{2}-1}$ is denoted as two matrix-vector multiplications, i.e.,

$$
\begin{equation*}
\mathscr{A}_{j_{1}, .}=H^{+}\left(a_{2}, b_{2}, a_{2}, b_{2}, \frac{j_{1} \pi}{b_{1}-a_{1}}\right) \mathbf{w}_{j_{1} . .}^{+}+H^{-}\left(a_{2}, b_{2}, a_{2}, b_{2}, \frac{j_{1} \pi}{b_{1}-a_{1}}\right) \mathbf{w}_{j_{1}, .}^{-} \tag{9.26}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{w}_{j_{1}, .}^{ \pm}:=\left\{w_{j_{1}, j_{2}}^{ \pm}\right\}_{j_{2}=0}^{N_{2}-1}, \quad \text { with } \quad w_{j_{1}, j_{2}}^{ \pm}:=\frac{1}{2} \varphi_{A}\left(\frac{j_{1} \pi}{b_{1}-a_{1}}, \pm \frac{j_{2} \pi}{b_{2}-a_{2}}\right) V_{j_{1}, j_{2}}\left(t_{m}\right) \tag{9.27}
\end{equation*}
$$

### 9.4.1. NUMERICAL RESULTS

Choice of Benchmark
For validating the pricing method, we choose $H=\frac{1}{2}$. As a result, the rough Heston model coincides with the classical Heston model. Next, we use Monte-Carlo simulation for continuously monitored Barrier options under the classical Heston model and check if the Barrier option price using the 2D COS-method lies in between a $5 \%$-confidence interval.

Convergence in the number of basis functions


Figure 9.1: Convergence in the number of cosine basis functions with model parameter $\rho=-0.6, \bar{v}=0.16$, $v=0.5, \kappa=1.5$ and $v_{0}=0.0925$. Moreover, we have $S_{0}=90, K=90$ and Barrier $B=120$ as well as $T=0.5$ with number of watchtimes being 30 .

As we can see in 9.1, with an increasing number of cosine basis functions the price of the up and out-call option becomes constant and lies in between a $5 \%$ - confidence interval, which is desired. However, the computational time increases drastically with the number of "cos-" terms.

## Computational complexity Adams scheme

In the numerical experiment above, we set $N=500$. However, we observe a similar behaviour in the computational time as in the 1D-approximation (6.2) of the characteristic function whenever we increase the number of steps taken in the Adams scheme. In the 2D case, an increase in the number of timesteps taken in the Adams scheme leads to a significant increase in the overall pricing process as we can see in 9.2. The computational complexity is $O\left(N_{\text {cos }}^{2} N^{2}\right)$, where $N_{c o s}$ is the number of space steps taken in the COS method.

## Convergence in the number of basis functions vs European options

In the next numerical experiment, we validate our model by pricing our Barrier option against a European one by setting the watchtime to 1 , which is equivalent to considering a European option observed at time T. We set the Barrier level $B$ to a value high enough


Figure 9.2: Computational time with different numbers of time steps N in the Adams scheme with model parameter $\rho=-0.6, \bar{v}=0.16, v=0.5, \kappa=1.5$ and $v_{0}=0.0925$. Moreover, we have $S_{0}=90, K=90$, and Barrier $B=120$ as well as $T=0.5$ with the number of watchtimes being 30 .
to consider it "unreachable". We observe that indeed the prices coincide with a sufficient number of cosine basis functions. As we can see in 9.3, in this specific example 250 cosine basis functions are needed to get an error of $10^{-13}$.


Figure 9.3: Convergence in the number of cosine basis functions against 1D Cos-European option price with model parameter $\rho=0.4, \bar{v}=0.060, v=0.3, \kappa=2.5$ and $v_{0}=0.065$. Moreover, we have $S_{0}=90, K=90$ and Barrier $B=1200$ as well as $T=0.5$ with number of watchtimes being 1 .

However, throughout this validation, we considered parameter combinations such that the Feller condition, i.e. $\frac{2 \kappa \bar{v}}{v^{2}} \geq 1$, is satisfied and the densities are well-behaved in a sense that they do not spike too much. In the following, we consider two parameter sets. one for which the Feller condition is satisfied and one for which it is violated.

We can see in 9.5 , that for the case where the feller condition is highly violated the density has its peak where $v=0.0$, whereas when the Feller condition is satisfied the density has almost no mass whenever $v=0.0$. Moreover, we see that the density is more well-behaved in the sense that the values of the density are not peaking too much. In our example, the maximum value is around 20. In contrast, the value of the peaked density


Figure 9.4: Density with values satisfying the feller condition.


Figure 9.5: Density with values not satisfying the feller condition.
is around 2000. As a result, similar to the 1D case, we need more cosine basis functions in order to have a good approximation for the density function. Another challenge is pricing discrete barrier options boils down to pricing European options on the very small end. For example, a barrier option with a maturity of 1 year and 24 watchtimes is, in terms of density, similar to pricing European options with a maturity of 2 weeks. The density naturally peaks way more with smaller maturities, as seen in the 1D case as well as in 9.6.


Figure 9.6: Same parameters as in wider 9.5 case but with 20 more watchtimes.

As a result, the computational times for pricing barrier options under the rough He ston model vary quite a lot depending on which set of parameters we choose. In the following, we show the option pricing process for 3 different sets of parameters. The first one, whenever the Feller condition is satisfied, i.e. $\frac{2 \kappa \bar{v}}{v^{2}} \gg 1$, the second set for which the parameters are such that $\frac{2 \kappa \bar{v}}{v^{2}} \approx 1$. Lastly, we choose parameters such that the feller condition is violated, i.e. $\frac{2 \kappa \bar{v}}{v^{2}}<1$. Moreover we choose $T=0.5, S_{0}=90, K=80,90,100$
and $B=120$. Last but not least, we chose the number of watchtimes to 6 , equivalent to monthly monitored Barrier options.
(a) $\rho=-0.6, \bar{v}=0.16, v=0.5, v_{0}=0.0925, \kappa=1.5$ and $H=0.12$,
(b) $\rho=-0.6, \bar{v}=0.125, v=0.5, v_{0}=0.0925, \kappa=1.0$ and $H=0.12$,
(c) $\rho=-0.6, \bar{v}=0.16, v=0.8, v_{0}=0.0925, \kappa=0.5$ and $H=0.12$.

We note that 128,150 and 400 cosines basis functions respectively were chosen in order to be certain that the densities are sufficiently smooth. Moreover, we chose $N=$ 500, $N=500$ and $N=1000$ respectively.

|  | CPU Time (s) | Price |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  |  | OTM | ATM | ITM |
| Parameter set (a) | 61.3 | 2.362 | 5.172 | 6.603 |
| Parameter set (b) | 96.5 | 2.913 | 5.505 | 6.464 |
| Parameter set (c) | $45.2(\mathrm{~min})$ | 2.915 | 5.509 | 6.462 |

Table 9.1: CPU time analysis for different parameters.

### 9.5. Pricing Bermudan options under the rough HesTON MODEL

Throughout this section, we introduce a method to price Bermudan options under the rough Heston model. As proposed in [5], to calculate Bermudan options, we have to divide the domain where the log-stock and variance process live on into early exercise and continuation regions. To do so, we divide the domain $\left[a_{1}, b_{1}\right] \times\left[a_{2}, b_{2}\right]$ into rectangular subdomains $\mathscr{C}^{q}$ and $\mathscr{G}^{p}$, so that approximately for all states $\mathbf{y} \in \mathscr{C}^{q}$ it is optimal to continue and for all $\mathbf{y} \in \mathscr{G}^{p}$ it is optimal to exercise the option.

The idea is to split the $V_{k_{1}, k_{2}}$ - coefficients into two parts, namely

$$
\begin{align*}
V_{k_{1}, k_{2}}\left(t_{m}\right) & =\frac{2}{b_{1}-a_{1}} \frac{2}{b_{2}-a_{2}} \sum_{p} \iint_{\mathscr{G} p} g(\mathbf{y}) \cos \left(k_{1} \pi \frac{y_{1}-a_{1}}{b_{1}-a_{1}}\right) \cos \left(k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d \mathbf{y} \\
& +\frac{2}{b_{1}-a_{1}} \frac{2}{b_{2}-a_{2}} \sum_{q} \iint_{\mathscr{C}^{q}} c\left(t_{m}, \mathbf{y}\right) \cos \left(k_{1} \pi \frac{y_{1}-a_{1}}{b_{1}-a_{1}}\right) \cos \left(k_{2} \pi \frac{y_{2}-a_{2}}{b_{2}-a_{2}}\right) d \mathbf{y} \\
& :=\sum_{p} G_{k_{1}, k_{2}}\left(\mathscr{G}^{p}\right)+\sum_{q} C_{k_{1}, k_{2}}\left(t_{m}, \mathscr{C}^{q}\right) \quad(m \neq 0, \mathscr{M}) . \tag{9.28}
\end{align*}
$$

We straight away see that once we determined the early exercise and continuation regions $\sum_{p} G_{k_{1}, k_{2}}\left(\mathscr{G}^{p}\right)$ has a closed form solution as $g(y)$ is just the payoff function of a European call option. For $\sum_{q} C_{k_{1}, k_{2}}\left(t_{m}, \mathscr{C}^{q}\right) \quad(m \neq 0, \mathscr{M})$, we apply the same recursion formula as for Barrier options given by 9.21, i.e.

$$
\begin{align*}
& \hat{C}_{k_{1}, k_{2}}\left(t_{\mathcal{M}-1},\left[z_{q}, z_{q+1}\right] \times\left[w_{q}, w_{q+1}\right]\right) \\
& =\operatorname{Re}\left(\sum_{j_{1}=0}^{N_{1}-1 / N_{2}-1^{\prime}} \sum_{j_{2}=0} \frac{1}{2} e^{-r \Delta t} \varphi_{A}\left(\frac{j_{1} \pi}{b_{1}-a_{1}},+\frac{j_{2} \pi}{b_{2}-a_{2}}\right) V_{j_{1}, j_{2}}\left(t_{\mathcal{M}}\right)\right. \\
& \left.\quad M_{k_{1}, j_{1}}^{+}\left(z_{q}, z_{q+1}, a_{1}, b_{1}\right) H_{k_{2}, j_{2}}^{+}\left(w_{q}, w_{q+1}, a_{2}, b_{2}, \frac{j_{1} \pi}{b_{1}-a_{1}}\right)\right) \\
& +\operatorname{Re}\left(\sum_{j_{1}=0}^{N_{1}-1 / \sum_{j_{2}=0}^{N-1 \prime}} \frac{1}{2} e^{-r \Delta t} \varphi_{A}\left(\frac{j_{1} \pi}{b_{1}-a_{1}},-\frac{j_{2} \pi}{b_{2}-a_{2}}\right) V_{j_{1}, j_{2}}\left(t_{\mu}\right)\right.  \tag{9.29}\\
& \left.M_{k_{1}, j_{1}}^{+}\left(z_{q}, z_{q+1}, a_{1}, b_{1}\right) H_{k_{2}, j_{2}}^{-}\left(w_{q}, w_{q+1}, a_{2}, b_{2}, \frac{j_{1} \pi}{b_{1}-a_{1}}\right)\right) \\
& :=\operatorname{Re}\left(\sum_{j_{1}=0}^{N_{1}-1 \prime} M_{k_{1}, j_{1}}^{+}\left(z_{q}, z_{q+1}, a_{1}, b_{1}\right) \mathscr{A}_{j_{1}, k_{2}}^{q}\right)
\end{align*}
$$

The procedure for getting the early exercise points is described in [5] and [37]. For this, we divide the domain of the variance dimension, $\left[a_{2}, b_{2}\right.$ ], into $J$ sub-intervals:

$$
\left[a_{2}, b_{2}\right]=\left[w_{0}, w_{1}\right] \cup\left[w_{1}, w_{2}\right] \ldots\left[w_{q}, w_{q+1}\right] \ldots\left[w_{J-1}, w_{J}\right] .
$$

At the center of each sub-interval, we determine the value(s) $y^{*}$ for which the optimal exercise policy changes to the optimal continuation, i.e.,

$$
\begin{equation*}
g\left(y^{*}, \frac{1}{2}\left(w_{q}+w_{q+1}\right)\right)=c\left(t_{m}, y^{*}, \frac{1}{2}\left(w_{q}+w_{q+1}\right)\right) . \tag{9.30}
\end{equation*}
$$

For a call option, we can then define an early-exercise region $\mathscr{G}^{q}=\left[y^{*}, b_{1}\right] \times\left[w_{q}, w_{q+1}\right]$ and a continuation region $\mathscr{C}^{q}=\left[a_{1}, y^{*}\right] \times\left[w_{q}, w_{q+1}\right]$. Therefore, the computational domain is divided into $J$ early-exercise and continuation regions. Note that, in order to solve 9.30, we need some root-finding technique. We chose Brent's method. However, the Newton method or any other root-finding method works as well. The values $w_{q}$ are computed beforehand on an equidistant grid, i.e.

$$
w_{q}=a_{2}+\left(b_{2}-a_{2}\right) q / J .
$$

In order to create a benchmark pricing method for Bermudan options under the rough Heston model, we choose $H=\frac{1}{2}$ and benchmark our values against Bermudan options priced under the classical Heston model using the 1D COS method as described by [37]. We consider again the three parameters as above, i.e.
(a) $\rho=-0.6, \bar{v}=0.16, v=0.5, v_{0}=0.0925$ and $\kappa=1.5$,
(b) $\rho=-0.6, \bar{v}=0.125, v=0.5, v_{0}=0.0925$ and $\kappa=1.0$,
(c) $\rho=-0.6, \bar{v}=0.16, v=0.8, v_{0}=0.0925$ and $\kappa=0.5$.

For simplicity, we consider the three parameter sets with $K=90, S_{0}=90$ and again $T=0.5$ with watchtimes being 6 .

|  | 1D COS method | Price | Absolute Error |
| :--- | :---: | :---: | :---: |
| Parameter set (a) | 8.1548 | 8.1493 | 0.0055 |
| Parameter set (b) | 7.6422 | 7.6338 | 0.0084 |
| Parameter set (c) | 7.6202 | 7.6105 | 0.0097 |

Table 9.2: Error analysis against 1D COS method for different parameter sets.
We note that, we only used $N=800$ for the Adams scheme to approximate the characteristic function. Hence, the error can very well be optimized. However, due to increasing computational time, we believe this is sufficient in order to validate our method.

Next, we again consider the same 3 different parameter sets used above (now extended by $H=0.12$ ). We use $2^{4}$ early exercise points. However, we note that especially for parameters for which the feller condition is not satisfied, a lot of cosine basis functions are needed in order to get sufficiently smooth density (Gibbs phenomena). It can be already be seen in [5] that for 100 basis functions in each dimension the computational time for the classical Heston model is more than 50 seconds. In the following, we consider $S_{0}=90$ and $K=90$.

|  | CPU(s) | Price |
| :--- | :---: | :---: |
| Parameter set (a) | 93.4 | 8.2196 |
| Parameter set (b) | 266.4 | 7.7145 |
| Parameter set (c) | $55.6(\mathrm{~min})$ | 7.7067 |

Table 9.3: Error analysis against 1D COS method for different parameter sets.

## 10

## Conclusion and future

## RESEARCH

The primary objective of this thesis is to provide a comprehensive suite of derivative pricing methodologies within the framework of the rough Heston model. Our exploration begins with European options, highlighting the challenge of efficiently pricing options under the rough Heston model due to significant computational demands. This work initiates with an in-depth introduction to the rough Heston model and its multi-factor approximation, the Lifted Heston model, subsequently comparing the computational efficiency of these two models.

Given the inherent roughness in the volatility process, conventional industry methods for option pricing typically resort to the Monte Carlo method or Fourier-based approaches, such as the COS method developed by [4]. However, even when employing the relatively efficient COS method for European options, the limitations of both the rough and lifted Heston models become evident, particularly in terms of computational performance during the pricing and calibration processes. This thesis endeavors to address and surmount these challenges, offering novel insights and solutions in the field of derivative pricing under complex models.

Indeed, in Chapter 6 a novel method, the COS-CPD option pricer, was derived in order to efficiently price European options. Throughout a whole set of tests using different parameter sets, strikes and time to maturities a very promising accuracy is maintained while being able to significantly speed up the pricing process in comparison to industry standard methods.

Rough volatility models are complex and harder to work on, but they have some better qualities than other option pricing models. First, the real market data for option prices implies that the volatility behavior is rough as shown in Chapter 2. Moreover, it is shown that the implied volatility behavior of the rough volatility models has a great resemblance to the market-implied volatility behavior. Hence, it can be said that the
rough volatility models tend to reflect real market behavior. As a result, it is shown that our novel method of pricing options under the rough Heston model is very well capturing the market-implied behavior.

In quantitative Finance, it is of utmost importance to not only have an efficient pricing method but also be able to calibrate the model to actual market data in an efficient way. Hence, we developed a novel calibration method based on the derivatives of the option price with respect to the model parameters for faster convergence. In Chapter 7, it is shown with actual market data that our calibration approach is indeed able to find suitable optimal parameters to capture the market prices.

Barrier and Bermudan options are exotic derivatives whose payoffs depend on the underlying asset's price path; the former is activated or deactivated by breaching a preset price level, while the latter can be exercised at several predetermined dates, offering a blend of American and European option features. In the last chapter, we derive a novel benchmark method to price Bermudan and Barrier options under the rough Heston model. Even though the computational time is significant, especially when the socalled Feller condition is not satisfied, our method can be used in order to benchmark future improvements in path-dependent option pricing.

### 10.1. FUTURE RESEARCH

For further research, we start with our novel COS-CPD option pricing method. Finding the right truncation range is indeed a difficult task and should definitely be the starting point for further research. As of now, one has to have extensive knowledge of the method to have a proper guess for the things truncation range in the first place. Hence, deriving some mathematical proof in order to justify a good choice can be advantageous. Next, as of today we first have to generate the cosine coefficients via SVD in order to have the input data for the COS-CPD method. In the future, one can try to use the COS-CPD method directly on the option price to avoid further numerical errors and gain even better accuracy.
Another approach to optimize the COS-CPS option pricing method is trying to find an optimal number of cosine basis functions. As of now for each parameter, the same number of basis functions is used in the CPD-method. Nevertheless, this might not even be needed as [29] showed. This would also help to further reduce the bottleneck in the training set generation.
Our calibration method leads to the idea of hedging under the rough Heston mode. Due to the non-markovianity and the lack of a pricing PDE hedging under the rough Heston model is more difficult. However, due to our COS-CPD approach derivatives can easily be implemented with respect to each of the parameters. Hence, the hedging process can be greatly simplified and might be researched and tested against market data in the future. On pricing path-dependent options like Bermudan or Barrier options, a good starting point for further research is to speed up the whole pricing process. Either trying to find a way to speed up the approximation of the characteristic function or to directly speed up the option price. This might even be doable with our COS-CPD method. How-
ever, at some point, the bottleneck in computational time to generate the training set will arise.
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## A

## SPX OPTIONS DATA

This appendix contains the option quotes in order to calibrate our COS-CPD rough volatility model to actual market data 8 .

| Contract Name | Last Trade Date | Strike | Log Money | Last Price | Volume | Open Interest | Implied Volatility |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SPXW231013C04250000 | 2023-10-06 8:54AM EDT | 4,250.00 | $\underline{0.00}$ | 29.8 | 209 | 859 | 10.07\% |
| SPXW231013C04265000 | 2023-10-05 3:57PM EDT | 4,265.00 | 0.00 | 41.33 | 164 | 298 | 10.95\% |
| SPXW231013C04270000 | 2023-10-06 8:05AM EDT | 4,270.00 | 0.00 | 40.53 | 150 | 747 | 10.88\% |
| SPXW231013C04275000 | 2023-10-06 8:34AM EDT | 4,275.00 | $\underline{0.00}$ | 20.7 | 202 | 789 | 11.19\% |
| SPXW231013C04300000 | 2023-10-06 8:56AM EDT | 4,300.00 | -0.01 | 11.9 | 290 | 7,265 | 11.49\% |
| SPXW231013C04305000 | 2023-10-05 4:07PM EDT | 4,305.00 | -0.01 | 21.8 | 115 | 567 | 11.61\% |
| SPXW231013C04310000 | 2023-10-05 3:53PM EDT | 4,310.00 | -0.01 | 21.3 | 229 | 539 | 11.58\% |
| SPXW231013C04325000 | 2023-10-06 8:38AM EDT | 4,325.00 | -0.02 | 7.52 | 401 | 937 | 11.65\% |
| SPXW231013C04335000 | 2023-10-05 3:59PM EDT | 4,335.00 | -0.02 | 13.1 | 168 | 263 | 11.54\% |
| SPXW231013C04340000 | 2023-10-05 4:11PM EDT | 4,340.00 | -0.02 | 10.9 | 386 | 517 | 11.90\% |
| SPXW231013C04345000 | 2023-10-05 4:08PM EDT | 4,345.00 | -0.02 | 9.9 | 98 | 257 | 11.71\% |
| SPXW231013C04355000 | 2023-10-05 3:53PM EDT | 4,355.00 | -0.02 | 8.5 | 115 | 391 | 11.69\% |
| SPXW231013C04365000 | 2023-10-05 3:53PM EDT | 4,365.00 | -0.02 | 6.7 | 102 | 494 | 11.80\% |
| SPXW231013C04370000 | 2023-10-05 3:56PM EDT | 4,370.00 | -0.03 | 5.5 | 318 | 494 | 11.75\% |
| SPXW231013C04400000 | 2023-10-06 8:56AM EDT | 4,400.00 | -0.03 | 1 | 179 | 3,391 | 12.14\% |
| SPXW231013C04405000 | 2023-10-05 3:57PM EDT | 4,405.00 | -0.03 | 2.3 | 110 | 319 | 12.16\% |
| SPXW231013C04410000 | 2023-10-05 3:54PM EDT | 4,410.00 | -0.04 | 1.95 | 234 | 461 | 12.25\% |
| SPXW231013C04415000 | 2023-10-05 3:56PM EDT | 4,415.00 | -0.04 | 1.6 | 243 | 415 | 12.31\% |
| SPXW231013C04420000 | 2023-10-05 3:53PM EDT | 4,420.00 | -0.04 | 1.45 | 239 | 984 | 12.49\% |
| SPXW231013C04425000 | 2023-10-05 4:01PM EDT | 4,425.00 | -0.04 | 1.15 | 347 | 989 | 12.48\% |
| SPXW231013C04440000 | 2023-10-05 3:52PM EDT | 4,440.00 | -0.04 | 0.8 | 155 | 656 | 12.82\% |
| SPXW231013C04480000 | 2023-10-05 3:54PM EDT | 4,480.00 | -0.05 | 0.25 | 111 | 633 | 13.90\% |
| SPXW231013C04565000 | 2023-10-05 12:18PM EDT | 4,565.00 | -0.07 | 0.1 | 100 | 569 | 6.25\% |
| SPXW231013C04570000 | 2023-10-05 12:36PM EDT | 4,570.00 | -0.07 | 0.1 | 159 | 770 | 17.33\% |
| SPXW231013C04605000 | 2023-10-02 9:48AM EDT | 4,605.00 | -0.08 | 0.1 | 100 | 394 | 18.99\% |

Figure A.1: Maturity lweek

| Contract Name | Last Trade Date | Strike | Log Money | Last Price | Volume | Implied Volatility |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SPXW231020C04180000 | 2023-10-05 1:37PM EDT | 4,180.00 | 0.018 | 109.1 | 38 | 10.14\% |
| SPX231020C04200000 | 2023-10-05 4:00PM EDT | 4,200.00 | 0.014 | 96.43 | 141 | 11.01\% |
| SPXW231020C04235000 | 2023-10-05 11:06PM EDT | 4,235.00 | $\underline{0.005}$ | 74.51 | 45 | 12.37\% |
| SPX231020C04270000 | 2023-10-05 4:01PM EDT | 4,270.00 | -0.003 | 53.12 | 109 | 12.10\% |
| SPXW231020C04285000 | 2023-10-06 8:59AM EDT | 4,285.00 | -0.006 | 31.4 | 110 | 12.53\% |
| SPXW231020C04290000 | 2023-10-05 3:08PM EDT | 4,290.00 | -0.007 | 46.85 | 96 | 12.66\% |
| SPXW231020C04305000 | 2023-10-05 4:10PM EDT | 4,305.00 | -0.011 | 36.07 | 128 | 12.48\% |
| SPXW231020C04310000 | 2023-10-06 8:29AM EDT | 4,310.00 | -0.012 | 35.96 | 100 | 12.42\% |
| SPX231020C04325000 | 2023-10-06 3:25AM EDT | 4,325.00 | -0.016 | 27.7 | 80 | 12.04\% |
| SPXW231020C04340000 | 2023-10-05 4:11PM EDT | 4,340.00 | $\underline{-0.019}$ | 22.97 | 107 | 12.40\% |
| SPX231020C04355000 | 2023-10-05 3:55PM EDT | 4,355.00 | -0.023 | 17.7 | 492 | 12.15\% |
| SPX231020C04365000 | 2023-10-05 12:27PM EDT | 4,365.00 | -0.025 | 13.9 | 78 | 11.88\% |
| SPX231020C04395000 | 2023-10-05 2:50PM EDT | 4,395.00 | -0.032 | 9.81 | 483 | 12.00\% |
| SPX231020C04400000 | 2023-10-06 8:35AM EDT | 4,400.00 | -0.033 | 4.1 | 171 | 11.83\% |
| SPX231020C04405000 | 2023-10-05 3:38PM EDT | 4,405.00 | -0.034 | 7.65 | 71 | 11.83\% |
| SPXW231020C04410000 | 2023-10-05 3:54PM EDT | 4,410.00 | -0.035 | 7.3 | 270 | 12.28\% |
| SPXW231020C04420000 | 2023-10-05 3:45PM EDT | 4,420.00 | -0.037 | 6.2 | 232 | 12.21\% |
| SPX231020C04425000 | 2023-10-05 3:48PM EDT | 4,425.00 | -0.038 | 4.9 | 318 | 11.87\% |
| SPX231020C04460000 | 2023-10-05 3:55PM EDT | 4,460.00 | -0.046 | 2.15 | 422 | 11.98\% |
| SPX231020C04485000 | 2023-10-05 3:51PM EDT | 4,485.00 | -0.052 | 1.25 | 226 | 12.32\% |
| SPX231020C04495000 | 2023-10-05 3:55PM EDT | 4,495.00 | -0.054 | 1 | 708 | 12.36\% |
| SPXW231020C04510000 | 2023-10-05 3:30PM EDT | 4,510.00 | -0.057 | 0.9 | 82 | 12.85\% |
| SPX231020C04515000 | 2023-10-05 2:35PM EDT | 4,515.00 | $\underline{-0.059}$ | 0.75 | 101 | 12.72\% |
| SPXW231020C04525000 | 2023-10-05 3:58PM EDT | 4,525.00 | -0.061 | 0.65 | 85 | 13.14\% |
| SPX231020C04530000 | 2023-10-04 1:39PM EDT | 4,530.00 | -0.062 | 0.5 | 135 | 12.92\% |
| SPX231020C04550000 | 2023-10-05 3:51PM EDT | 4,550.00 | -0.066 | 0.35 | 205 | 13.47\% |
| SPXW231020C04575000 | 2023-10-05 3:58PM EDT | 4,575.00 | -0.072 | 0.27 | 83 | 14.14\% |
| SPX231020C04600000 | 2023-10-05 4:13PM EDT | 4,600.00 | -0.077 | 0.17 | 2,318 | 14.71\% |
| SPX231020C04650000 | 2023-10-05 9:52AM EDT | 4,650.00 | -0.088 | 0.15 | 78 | 16.04\% |
| SPXW231020C04890000 | 2023-09-25 1:16PM EDT | 4,890.00 | -0.138 | 0.1 | 400 | 23.19\% |
| SPX231020C04940000 | 2023-09-20 9:30AM EDT | 4,940.00 | $\underline{-0.149}$ | 0.1 | 168 | 24.71\% |
| SPXW231020C05025000 | 2023-09-27 12:56PM EDT | 5,025.00 | -0.166 | 0.05 | 60 | 27.30\% |
| SPX231020C05050000 | 2023-09-25 12:35PM EDT | 5,050.00 | -0.171 | 0.05 | 101 | 28.03\% |
| SPXW231020C05200000 | 2023-09-28 10:28AM EDT | 5,200.00 | -0.200 | 0.03 | 46 | 30.57\% |
| SPXW231020C05500000 | 2023-09-15 10:34AM EDT | 5,500.00 | -0.256 | 0.05 | 100 | 25.00\% |

Figure A.2: Maturity 2weeks

| Contract Name | Last Trade Date | Strike | Log Money | Last Price | Volume | Implied Volatility |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SPXW231027C04100000 | 2023-10-04 3:35PM EDT | 4,100.00 | 0.04 | 197.4 | 6 | 10.78\% |
| SPXW231027C04150000 | 2023-10-05 3:54PM EDT | 4,150.00 | 0.03 | 150.23 | 8 | 12.61\% |
| SPXW231027C04170000 | 2023-10-05 1:38PM EDT | 4,170.00 | 0.02 | 130.5 | 40 | 12.45\% |
| SPXW231027C04225000 | 2023-10-05 4:05PM EDT | 4,225.00 | 0.01 | 94.13 | 108 | 13.02\% |
| SPXW231027C04230000 | 2023-10-05 3:55PM EDT | 4,230.00 | 0.01 | 91.1 | 154 | 13.24\% |
| SPXW231027C04235000 | 2023-10-05 2:26PM EDT | 4,235.00 | 0.01 | 87 | 34 | 13.28\% |
| SPXW231027C04240000 | 2023-10-05 3:55PM EDT | 4,240.00 | 0.00 | 84.8 | 167 | 13.03\% |
| SPXW231027C04255000 | 2023-10-05 2:31PM EDT | 4,255.00 | 0.00 | 76.34 | 182 | 13.14\% |
| SPXW231027C04260000 | 2023-10-05 4:03PM EDT | 4,260.00 | 0.00 | 72.88 | 173 | 13.42\% |
| SPXW231027C04265000 | 2023-10-05 3:59PM EDT | 4,265.00 | 0.00 | 69.7 | 129 | 13.21\% |
| SPXW231027C04270000 | 2023-10-05 3:33PM EDT | 4,270.00 | 0.00 | 69.58 | 122 | 13.07\% |
| SPXW231027C04275000 | 2023-10-05 3:51PM EDT | 4,275.00 | 0.00 | 65.2 | 326 | 13.21\% |
| SPXW231027C04280000 | 2023-10-05 3:52PM EDT | 4,280.00 | -0.01 | 63 | 57 | 13.11\% |
| SPXW231027C04305000 | 2023-10-05 3:21PM EDT | 4,305.00 | -0.01 | 50.4 | 79 | 13.08\% |
| SPXW231027C04310000 | 2023-10-05 3:22PM EDT | 4,310.00 | -0.01 | 47.54 | 116 | 13.00\% |
| SPXW231027C04315000 | 2023-10-05 3:56PM EDT | 4,315.00 | -0.01 | 44.6 | 146 | 12.99\% |
| SPXW231027C04325000 | 2023-10-05 4:06PM EDT | 4,325.00 | -0.02 | 39.6 | 138 | 13.16\% |
| SPXW231027C04340000 | 2023-10-05 2:46PM EDT | 4,340.00 | -0.02 | 36.65 | 219 | 12.89\% |
| SPXW231027C04350000 | 2023-10-05 4:11PM EDT | 4,350.00 | -0.02 | 29.67 | 586 | 12.82\% |
| SPXW231027C04355000 | 2023-10-05 2:15PM EDT | 4,355.00 | -0.02 | 29.3 | 29 | 12.79\% |
| SPXW231027C04390000 | 2023-10-05 4:10PM EDT | 4,390.00 | -0.03 | 17.6 | 42 | 12.62\% |
| SPXW231027C04395000 | 2023-10-05 3:53PM EDT | 4,395.00 | -0.03 | 17.5 | 225 | 12.65\% |
| SPXW231027C04400000 | 2023-10-05 3:56PM EDT | 4,400.00 | -0.03 | 15.78 | 260 | 12.58\% |
| SPXW231027C04535000 | 2023-10-05 11:25AM EDT | 4,535.00 | -0.06 | 1.5 | 108 | 12.51\% |
| SPXW231027C04540000 | 2023-10-05 10:56AM EDT | 4,540.00 | -0.06 | 1.29 | 121 | 12.60\% |
| SPXW231027C04550000 | 2023-10-05 3:23PM EDT | 4,550.00 | -0.07 | 1.2 | 91 | 12.64\% |
| SPXW231027C04555000 | 2023-10-06 4:01AM EDT | 4,555.00 | -0.07 | 1.15 | 29 | 12.70\% |
| SPXW231027C04560000 | 2023-10-05 4:04PM EDT | 4,560.00 | -0.07 | 0.9 | 36 | 12.75\% |
| SPXW231027C04565000 | 2023-10-05 2:48PM EDT | 4,565.00 | -0.07 | 1 | 103 | 12.80\% |
| SPXW231027C04650000 | 2023-10-05 4:02PM EDT | 4,650.00 | -0.09 | 0.2 | 250 | 13.98\% |
| SPXW231027C04675000 | 2023-10-03 11:11AM EDT | 4,675.00 | -0.09 | 0.22 | 253 | 14.38\% |
| SPXW231027C04680000 | 2023-10-05 4:02PM EDT | 4,680.00 | -0.09 | 0.15 | 197 | 14.53\% |
| SPXW231027C04900000 | 2023-10-04 2:46PM EDT | 4,900.00 | -0.14 | 0.1 | 500 | 19.39\% |

Figure A.3: Maturity 3weeks

| Contract Name | Last Trade Date | Strike | Log Money | Last Price | Volume | Implied Volatility |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SPXW231103C04030000 | 2023-10-05 4:06PM EDT | 4,030.00 | 0.06 | 259.14 | 16 | 13.11\% |
| SPXW231103C04075000 | 2023-10-03 3:32PM EDT | 4,075.00 | 0.04 | 200.95 | 170 | 13.27\% |
| SPXW231103C04225000 | 2023-10-05 4:05PM EDT | 4,225.00 | 0.01 | 107.06 | 97 | 14.30\% |
| SPXW231103C04230000 | 2023-10-05 1:05PM EDT | 4,230.00 | 0.01 | 94.79 | 44 | 14.56\% |
| SPXW231103C04250000 | 2023-10-05 4:08PM EDT | 4,250.00 | 0.00 | 90.9 | 178 | 14.49\% |
| SPXW231103C04265000 | 2023-10-05 4:14PM EDT | 4,265.00 | 0.00 | 82.16 | 52 | 14.24\% |
| SPXW231103C04270000 | 2023-10-05 3:43PM EDT | 4,270.00 | 0.00 | 80.82 | 126 | 14.42\% |
| SPXW231103C04275000 | 2023-10-05 2:46PM EDT | 4,275.00 | 0.00 | 80.8 | 119 | 14.14\% |
| SPXW231103C04280000 | 2023-10-05 3:46PM EDT | 4,280.00 | -0.01 | 76.9 | 132 | 14.13\% |
| SPXW231103C04285000 | 2023-10-05 3:59PM EDT | 4,285.00 | -0.01 | 71.5 | 127 | 14.10\% |
| SPXW231103C04300000 | 2023-10-05 3:59PM EDT | 4,300.00 | -0.01 | 64.52 | 109 | 14.08\% |
| SPXW231103C04310000 | 2023-10-05 3:47PM EDT | 4,310.00 | -0.01 | 59.9 | 76 | 14.11\% |
| SPXW231103C04315000 | 2023-10-05 3:53PM EDT | 4,315.00 | -0.01 | 57.29 | 47 | 13.81\% |
| SPXW231103C04320000 | 2023-10-05 4:04PM EDT | 4,320.00 | -0.01 | 54 | 136 | 14.07\% |
| SPXW231103C04325000 | 2023-10-05 3:59PM EDT | 4,325.00 | $\underline{-0.02}$ | 51.65 | 46 | 13.83\% |
| SPXW231103C04350000 | 2023-10-05 4:06PM EDT | 4,350.00 | -0.02 | 40.7 | 128 | 13.75\% |
| SPXW231103C04375000 | 2023-10-05 4:04PM EDT | 4,375.00 | -0.03 | 32.05 | 113 | 13.62\% |
| SPXW231103C04395000 | 2023-10-05 3:25PM EDT | 4,395.00 | $\underline{-0.03}$ | 26.49 | 34 | 13.23\% |
| SPXW231103C04400000 | 2023-10-05 3:53PM EDT | 4,400.00 | -0.03 | 24.9 | 81 | 13.27\% |
| SPXW231103C04405000 | 2023-10-05 3:54PM EDT | 4,405.00 | $\underline{-0.03}$ | 23.4 | 24 | 13.37\% |
| SPXW231103C04410000 | 2023-10-05 3:53PM EDT | 4,410.00 | -0.04 | 22.2 | 39 | 13.26\% |
| SPXW231103C04420000 | 2023-10-05 4:07PM EDT | 4,420.00 | -0.04 | 18.8 | 37 | 13.27\% |
| SPXW231103C04430000 | 2023-10-06 8:55AM EDT | 4,430.00 | -0.04 | 11.4 | 36 | 13.15\% |
| SPXW231103C04435000 | 2023-10-05 4:05PM EDT | 4,435.00 | -0.04 | 15.7 | 41 | 13.03\% |
| SPXW231103C04445000 | 2023-10-05 4:04PM EDT | 4,445.00 | -0.04 | 13.8 | 211 | 13.01\% |
| SPXW231103C04450000 | 2023-10-05 3:54PM EDT | 4,450.00 | -0.04 | 13.2 | 200 | 12.91\% |
| SPXW231103C04460000 | 2023-10-06 8:46AM EDT | 4,460.00 | -0.05 | 7.8 | 37 | 12.93\% |
| SPXW231103C04470000 | 2023-10-05 4:04PM EDT | 4,470.00 | $\underline{-0.05}$ | 9.7 | 71 | 12.85\% |
| SPXW231103C04480000 | 2023-10-05 4:04PM EDT | 4,480.00 | -0.05 | 8.4 | 65 | 12.86\% |
| SPXW231103C04500000 | 2023-10-05 4:06PM EDT | 4,500.00 | $\underline{-0.06}$ | 6.07 | 74 | 12.79\% |
| SPXW231103C04570000 | 2023-10-05 4:06PM EDT | 4,570.00 | -0.07 | 1.97 | 80 | 12.79\% |
| SPXW231103C04600000 | 2023-10-06 8:49AM EDT | 4,600.00 | -0.08 | 0.9 | 90 | 12.85\% |
| SPXW231103C04625000 | 2023-10-05 3:58PM EDT | 4,625.00 | $\underline{-0.08}$ | 0.9 | 107 | 13.05\% |
| SPXW231103C04950000 | 2023-10-04 12:52PM EDT | 4,950.00 | $\underline{-0.15}$ | 0.1 | 1,778 | 17.99\% |

Figure A.4: Maturity lmonth

| Contract Name | Last Trade Date | Strike | Log Money | Last Price | Volume | Implied Volatility |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SPXW231130C04230000 | 2023-10-05 2:59PM EDT | 4,230.00 | 0.01 | 142.6 | 30 | 15.63\% |
| SPXW231130C04260000 | 2023-10-05 3:22PM EDT | 4,260.00 | 0.00 | 119.9 | 40 | 15.34\% |
| SPXW231130C04265000 | 2023-10-05 3:22PM EDT | 4,265.00 | 0.00 | 116.7 | 83 | 15.29\% |
| SPXW231130C04300000 | 2023-10-05 4:11PM EDT | 4,300.00 | -0.01 | 95.5 | 783 | 14.93\% |
| SPXW231130C04365000 | 2023-10-05 1:47PM EDT | 4,365.00 | -0.02 | 63.7 | 12 | 14.18\% |
| SPXW231130C04390000 | 2023-10-05 2:45PM EDT | 4,390.00 | -0.03 | 55.89 | 30 | 13.91\% |
| SPXW231130C04445000 | 2023-10-06 7:43AM EDT | 4,445.00 | -0.04 | 36.3 | 20 | 13.59\% |
| SPXW231130C04505000 | 2023-10-05 2:09PM EDT | 4,505.00 | -0.06 | 20.48 | 52 | 13.02\% |
| SPXW231130C04510000 | 2023-10-05 2:43PM EDT | 4,510.00 | -0.06 | 20.85 | 51 | 13.09\% |
| SPXW231130C04550000 | 2023-10-05 3:49PM EDT | 4,550.00 | -0.07 | 13.1 | 148 | 12.91\% |
| SPXW231130C04575000 | 2023-10-04 2:41PM EDT | 4,575.00 | -0.07 | 9.84 | 170 | 12.81\% |
| SPXW231130C04600000 | 2023-10-05 2:47PM EDT | 4,600.00 | -0.08 | 8.26 | 155 | 12.78\% |
| SPXW231130C04665000 | 2023-10-05 2:02PM EDT | 4,665.00 | -0.09 | 4.1 | 39 | 12.85\% |
| SPXW231130C04700000 | 2023-10-05 2:44PM EDT | 4,700.00 | -0.10 | 2.85 | 120 | 12.83\% |
| SPXW231130C04770000 | 2023-09-28 10:50AM EDT | 4,770.00 | -0.11 | 2.25 | 1,369 | 13.19\% |

Figure A.5: Maturity 2months

| Contract Name | Last Trade Date | Strike | Log Money | Last Price | Volume | Implied Volatility |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SPX240419C03700000 | 2023-10-02 1:31PM EDT | 3,700.00 | 0.1405 | 709.87 | 50 | 27.12\% |
| SPX240419C03925000 | 2023-09-28 11:01AM EDT | 3,925.00 | 0.0814 | 538.52 | 52 | 24.57\% |
| SPX240419C04000000 | 2023-10-04 3:47PM EDT | 4,000.00 | 0.0625 | 459.48 | 58 | 23.04\% |
| SPX240419C04050000 | 2023-10-02 10:42AM EDT | 4,050.00 | 0.0501 | 429.2 | 16 | 22.79\% |
| SPX240419C04175000 | 2023-10-05 2:01PM EDT | 4,175.00 | 0.0197 | 321.67 | 600 | 20.98\% |
| SPX240419C04250000 | 2023-10-04 3:22PM EDT | 4,250.00 | 0.0019 | 275.3 | 15 | 19.99\% |
| SPX240419C04400000 | 2023-10-05 12:55PM EDT | 4,400.00 | -0.0328 | 174.75 | 750 | 18.17\% |
| SPX240419C04425000 | 2023-10-03 1:40PM EDT | 4,425.00 | -0.0385 | 159.62 | 175 | 18.07\% |
| SPX240419C04525000 | 2023-10-04 9:53AM EDT | 4,525.00 | -0.0608 | 114.73 | 108 | 16.84\% |
| SPX240419C04725000 | 2023-10-04 3:18PM EDT | 4,725.00 | -0.1041 | 52.56 | 144 | 14.85\% |
| SPX240419C04900000 | 2023-10-05 1:50PM EDT | 4,900.00 | -0.1404 | 20.43 | 34 | 13.85\% |

Figure A.6: Maturity 8months

Historical S\&P Data

This appendix contains the historical S\&P 500 data in order to create the ATM Skew used in 2.

| Date | Open | High | Low | Close* | Adj Close* |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Oct 05, 2023 | 4,259.31 | 4,267.13 | 4,225.91 | 4,258.19 | 4,258.19 |
| Oct 04, 2023 | 4,233.83 | 4,268.50 | 4,220.48 | 4,263.75 | 4,263.75 |
| Oct 03, 2023 | 4,269.75 | 4,281.15 | 4,216.45 | 4,229.45 | 4,2 |
| Oct 02, 2023 | 4,284.52 | 4,300.58 | 4,260.21 | 4,288.39 | 4,288.39 |
| Sep 29, 2023 | 4,328.18 | 4,333.15 | 4,274.86 | 4,288.05 | 4,288.05 |
| Sep 28, 2023 | 4,269.65 | 4,317.27 | 4,264.38 | 4,299.70 | 70 |
| Sep 27, 2023 | 4,282.63 | 4,292.07 | 4,238.63 | 4,274.51 | 4, |
| Sep 26, 2023 | 4,312.88 | 4,313.01 | 4,265.98 | 4,273.53 | 4,273.53 |
| Sep 25, 2023 | 4,310.62 | 4,338.51 | 4,3 | 4,337.44 | 4,337.44 |
| Sep 22, 2023 | 4,341.74 | 4,357.40 | 4,316.49 | 4,320.06 | 4,320.06 |
| Sep 21, 2023 | 4,374.36 | 4,375.70 | 4,329.17 | 4,330.00 | 4,330.00 |
| Sep 20, 2023 | 4,452.81 | 4,461.03 | 4,401.38 | 4,402.20 | 4,402.20 |
| Sep 19, 2023 | 4,445.41 | 4,449.85 | 4,416.61 | 4,443.95 | , |
| Sep 18, 2023 | 4,445.13 | 4,466.36 | 4,442.11 | 4,453.53 | 4,453.53 |
| Sep 15, 2023 | 4,497.98 | 4,497.98 | 4,447.21 | 4,450.32 | 4,450.32 |
| Sep 14, 2023 | 4,487.78 | 4,511.99 | 4,478.69 | 4,505.10 | 4,505.10 |
| Sep 13, 2023 | 4,462.65 | 4,479.39 | 4,453.52 | 4,467.44 | 4,467.44 |
| Sep 12, 2023 | 4,473.27 | 4,487.11 | 4,456.83 | 4,461.90 | 4,461.90 |
| Sep 11, 2023 | 4,480.98 | 4,490.77 | 4,467.89 | 4,487.46 | 4,487.46 |
| Sep 08, 2023 | 4,451.30 | 4,473.53 | 4,448.38 | 4,457.49 | 4,457.49 |
| Sep 07, 2023 | 4,434.55 | 4,457.81 | 4,430.46 | 4,451.14 | 4,451.14 |
| Sep 06, 2023 | 4,490.35 | 4,490.35 | 4,442.38 | 4,465.48 | 4,465.48 |
| Sep 05, 2023 | 4,510.06 | 4,514.29 | 4,496.01 | 4,496.83 | 4,496.83 |
| Sep 01, 2023 | 4,530.60 | 4,541.25 | 4,501.35 | 4,515.77 | 4,515.77 |
| Aug 31, 2023 | 4,517.01 | 4,532.26 | 4,507.39 | 4,507.66 | 4,507.66 |
| Aug 30, 2023 | 4,500.34 | 4,521.65 | 4,493.59 | 4,514.87 | 4,514.87 |
| Aug 29, 2023 | 4,432.75 | 4,500.14 | 4,431.68 | 4,497.63 | 4,497.63 |
| Aug 28, 2023 | 4,426.03 | 4,439.56 | 4,414.98 | 4,433.31 | 4,433.31 |
| Aug 25, 2023 | 4,389.38 | 4,418.46 | 4,356.29 | 4,405.71 | 4,405.71 |
| Aug 24, 2023 | 4,455.16 | 4,458.30 | 4,375.55 | 4,376.31 | 4,376.31 |
| Aug 23, 2023 | 4,396.44 | 4,443.18 | 4,396.44 | 4,436.01 | 4,436.01 |
| Aug 22, 2023 | 4,415.33 | 4,418.5 | 4,382.77 | 4,387.5 | 4,387.55 |
| Aug 21, 2023 | 4,380.28 | 4,407.55 | 4,360.30 | 4,399.77 | 4,399.77 |
| Aug 18, 2023 | 4,344.88 | 4,381.82 | 4,335.31 | 4,369.71 | 4,369.71 |
| Aug 17, 2023 | 4,416.32 | 4,421.17 | 4,364.83 | 4,370.36 | 4,370.36 |
| Aug 16, 2023 | 4,433.79 | 4,449.95 | 4,403.55 | 4,404.33 | 4,404.33 |
| Aug 15, 2023 | 4,478.87 | 4,478.87 | 4,432.19 | 4,437.86 | 4,437.86 |
| Aug 14, 2023 | 4,458.13 | 4,490.33 | 4,453.44 | 4,489.72 | 4,489.72 |
| Aug 11, 2023 | 4,450.69 | 4,476.23 | 4,443.98 | 4,464.05 | 4,464.05 |
| Aug 10, 2023 | 4,487.16 | 4,527.37 | 4,457.92 | 4,468.83 | 4,468.83 |
| Aug 09, 2023 | 4,501.57 | 4,502.44 | 4,461.33 | 4,467.71 | 4,467.71 |
| Aug 08, 2023 | 4,498.03 | 4,503.31 | 4,464.39 | 4,499.38 | 4,499.38 |
| Aug 07, 2023 | 4,491.58 | 4,519.84 | 4,491.15 | 4,518.44 | 4,518.44 |
| Aug 04, 2023 | 4,513.96 | 4,540.34 | 4,474.55 | 4,478.03 | 4,478.03 |


| Aug 03, 2023 | 4,494.27 | 4,519.49 | 4,485.54 | 4,501.89 | 4,501.89 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Aug 02, 2023 | 4,550.93 | 4,550.93 | 4,505.75 | 4,513.39 | 4,513.39 |
| Aug 01, 2023 | 4,578.83 | 4,584.62 | 4,567.53 | 4,576.73 | 4,576.73 |
| Jul 31, 2023 | 4,584.82 | 4,594.22 | 4,573.14 | 4,588.96 | 4,588.96 |
| Jul 28, 2023 | 4,565.75 | 4,590.16 | 4,564.01 | 4,582.23 | 4,582.23 |
| Jul 27, 2023 | 4,598.26 | 4,607.07 | 4,528.56 | 4,537.41 | 4,537.41 |
| Jul 26, 2023 | 4,558.96 | 4,582.47 | 4,547.58 | 4,566.75 | 4,566.75 |
| Jul 25, 2023 | 4,555.19 | 4,580.62 | 4,552.42 | 4,567.46 | 4,567.46 |
| Jul 24, 2023 | 4,543.39 | 4,563.41 | 4,541.29 | 4,554.64 | 4,554.64 |
| Jul 21, 2023 | 4,550.16 | 4,555.00 | 4,535.79 | 4,536.34 | 4,536.34 |
| Jul 20, 2023 | 4,554.38 | 4,564.74 | 4,527.56 | 4,534.87 | 4,534.87 |
| Jul 19, 2023 | 4,563.87 | 4,578.43 | 4,557.48 | 4,565.72 | 4,565.72 |
| Jul 18, 2023 | 4,521.78 | 4,562.30 | 4,514.59 | 4,554.98 | 4,554.98 |
| Jul 17, 2023 | 4,508.86 | 4,532.85 | 4,504.90 | 4,522.79 | 4,522.79 |
| Jul 14, 2023 | 4,514.61 | 4,527.76 | 4,499.56 | 4,505.42 | 4,505.42 |
| Jul 13, 2023 | 4,491.50 | 4,517.38 | 4,489.36 | 4,510.04 | 4,510.04 |
| Jul 12, 2023 | 4,467.69 | 4,488.34 | 4,463.23 | 4,472.16 | 4,472.16 |
| Jul 11, 2023 | 4,415.55 | 4,443.64 | 4,408.46 | 4,439.26 | 4,439.26 |
| Jul 10, 2023 | 4,394.23 | 4,412.60 | 4,389.92 | 4,409.53 | 4,409.53 |
| Jul 07, 2023 | 4,404.54 | 4,440.39 | 4,397.40 | 4,398.95 | 4,398.95 |
| Jul 06, 2023 | 4,422.62 | 4,422.62 | 4,385.05 | 4,411.59 | 4,411.59 |
| Jul 05, 2023 | 4,442.04 | 4,454.06 | 4,436.61 | 4,446.82 | 4,446.82 |
| Jul 03, 2023 | 4,450.48 | 4,456.46 | 4,442.29 | 4,455.59 | 4,455.59 |
| Jun 30, 2023 | 4,422.44 | 4,458.48 | 4,422.44 | 4,450.38 | 4,450.38 |
| Jun 29, 2023 | 4,374.94 | 4,398.39 | 4,371.97 | 4,396.44 | 4,396.44 |
| Jun 28, 2023 | 4,367.48 | 4,390.35 | 4,360.22 | 4,376.86 | 4,376.86 |
| Jun 27, 2023 | 4,337.36 | 4,384.42 | 4,335.00 | 4,378.41 | 4,378.41 |
| Jun 26, 2023 | 4,344.84 | 4,362.06 | 4,328.08 | 4,328.82 | 4,328.82 |
| Jun 23, 2023 | 4,354.17 | 4,366.55 | 4,341.34 | 4,348.33 | 4,348.33 |
| Jun 22, 2023 | 4,355.40 | 4,382.25 | 4,351.82 | 4,381.89 | 4,381.89 |
| Jun 21, 2023 | 4,380.01 | 4,386.22 | 4,360.14 | 4,365.69 | 4,365.69 |
| Jun 20, 2023 | 4,396.11 | 4,400.15 | 4,367.19 | 4,388.71 | 4,388.71 |
| Jun 16, 2023 | 4,440.95 | 4,448.47 | 4,407.44 | 4,409.59 | 4,409.59 |
| Jun 15, 2023 | 4,365.33 | 4,439.20 | 4,362.60 | 4,425.84 | 4,425.84 |
| Jun 14, 2023 | 4,366.29 | 4,391.82 | 4,337.85 | 4,372.59 | 4,372.59 |
| Jun 13, 2023 | 4,352.61 | 4,375.37 | 4,349.31 | 4,369.01 | 4,369.01 |
| Jun 12, 2023 | 4,308.32 | 4,340.13 | 4,304.37 | 4,338.93 | 4,338.93 |
| Jun 09, 2023 | 4,304.88 | 4,322.62 | 4,291.70 | 4,298.86 | 4,298.86 |
| Jun 08, 2023 | 4,268.69 | 4,298.01 | 4,261.07 | 4,293.93 | 4,293.93 |
| Jun 07, 2023 | 4,285.47 | 4,299.19 | 4,263.96 | 4,267.52 | 4,267.52 |
| Jun 06, 2023 | 4,271.34 | 4,288.33 | 4,263.09 | 4,283.85 | 4,283.85 |
| Jun 05, 2023 | 4,282.99 | 4,299.28 | 4,266.82 | 4,273.79 | 4,273.79 |
| Jun 02, 2023 | 4,241.01 | 4,290.67 | 4,241.01 | 4,282.37 | 4,282.37 |
| Jun 01, 2023 | 4,183.03 | 4,232.43 | 4,171.64 | 4,221.02 | 4,221.02 |
| May 31, 2023 | 4,190.74 | 4,195.44 | 4,166.15 | 4,179.83 | 4,179.83 |


| May 30, 2023 | 4,226.71 | 4,231.10 | 4,192.18 | 4,205.52 | 4,205.52 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| May 26, 2023 | 4,156.16 | 4,212.87 | 4,156.16 | 4,205.45 | 4,205.45 |
| May 25, 2023 | 4,155.7 | 4,165.7 | 4,129.73 | 4,151.28 | 4,151.28 |
| May 24, 2023 | 4,132 | 4,132.96 | 4,103.98 | 4,115 | 4,115.24 |
| May 23, 2023 | 4,176.80 | 4,185.68 | 4,142.54 | 4,145.58 | 4,145.58 |
| May 22, 2023 | 4,190.78 | 4,209.22 | 4,179.68 | 4,192.63 | 4,192.63 |
| May 19, 2023 | 4,204.15 | 4,212.91 | 4,180.20 | 4,191.98 | 4,191.98 |
| May 18, 2023 | 4,157.68 | 4,202.20 | 4,153.50 | 4,198.0 | 4,198.05 |
| May 17, 2023 | 4,122.85 | 4,1 | 4,113.62 | 4,158. | 4,158.7 |
| May 16, 2023 | 4,127 | 4,135 | 4,109.8 | 4,109. | , |
| May 15, 2023 | ,126.6. | 4,1 | 4,110.2 | 4,136.2 | 4, |
| May 12, 2023 | 4,138.5 | 4,143.74. | 4,099.12 | 4, | 4,124.08 |
| May 11, 2023 | 4,132.24 | 4,132.80 | 4,109.29 | 4,130.6 | 4,130.62 |
| May 10, 2023 | 4,143.7 | 4,154.28 | 4,098.92 | 4,137.6 | 4,137.64 |
| May 09, 2023 | 4,124.2 | 4,130.35 | 4,116.65 | 4,119.17 | 4,119.17 |
| May 08, 2023 | 4,136 | 4,142.30 | 4,123.81 | 4,138. | 4,138.12 |
| May 05, 2023 | 4,0 | 4,147.0 | 4,0 | 4,136.2 | 4,136.25 |
| May 04, 2023 | 4,082.5 | 4,082.61 | 4,048.2 | 4,061.2 | 4,061.22 |
| May 03, 2023 | 4,122.2 | 4,148.30 | 4, | 4,090.7 | 4,090.75 |
| May 02, 2023 | 4,1 | 4,1 | 4,0 | 4,119. | 4,119.58 |
| May 01, 2023 | 4,166.7 | 4,186. | 4,164.1 | 4,167.87 | 4,167.87 |
| Apr 28, 2023 | 4,129.63 | 4,170. | 4,127.18 | 4,169.4 | 4,169.48 |
| Apr 27, 2023 | 4,0 | 4,138 | 4,07 | 4,135. | 4,135.35 |
| Apr 26, 2023 | 4,087.7 | 4,089.6 | 4,049.35 | 4,055.9 | 4,055.99 |
| Apr 25, 2023 | 4,126.4 | 4,126.43 | 4,071.38 | 4,071.63 | 4,071.63 |
| Apr 24, 2023 | 4,132.0 | 4,142.41 | 4,117.77 | 4,137.0 | 4,137.04 |
| Apr 21, 2023 | 4,13 | 4,1 | 4,113.86 | 4,133. | 4,1 |
| Apr 20, 2023 | 4,130. | 4,148. | 4,114.5 | 4,129.7 | 4,129.79 |
| Apr 19, 2023 | 4,139.3 | 4,162. | 4,134.49 | 4,154.5 | 4,154.52 |
| Apr 18, 2023 | 4,164.2 | 4,169.48 | 4,140.3 | 4,154.87 | 4,154.87 |
| Apr 17, 2023 | 4,137.17 | 4,151.72 | 4,123.18 | 4,151.32 | 4,151.32 |
| Apr 14, 2023 | 4,140.11 | 4,163.19 | 4,113.20 | 4,137.6 | 4,137.64 |
| Apr 13, 2023 | 4,100.0 | 4,150.2 | 4,099.40 | 4,146.2 | 4,146.22 |
| Apr 12, 2023 | 4,121.7 | 4,13 | 4,086.9 | 4,091.9 | 4,091.95 |
| Apr 11, 2023 | 4,110.2 | 4,124.2 | 4,102.6 | 4,108.9 | 4,108.94 |
| Apr 10, 2023 | 4,085.2 | 4,109.5 | 4,072.55 | 4,109.1 | 4,109.11 |
| Apr 06, 2023 | 4,081.1 | 4,107.32 | 4,069.84 | 4,105.02 | 4,105.02 |
| Apr 05, 2023 | 4,094.5 | 4,099.69 | 4,072.56 | 4,090.3 | 4,090.38 |
| Apr 04, 2023 | 4,128.0 | 4,133.13 | 4,086.87 | 4,100.6 | 4,100.60 |
| Apr 03, 2023 | 4,102.20 | 4,127.66 | 4,098.79 | 4,124.51 | 4,124.51 |
| Mar 31, 2023 | 4,056.1 | 4,110.75 | 4,056.18 | 4,109.3 | 4,109.31 |
| Mar 30, 2023 | 4,046.74 | 4,057.85 | 4,032.10 | 4,050.83 | 4,050.83 |
| Mar 29, 2023 | 3,999.5 | 4,030.59 | 3,999.53 | 4,027.81 | 4,027.81 |
| Mar 28, 2023 | 3,974.13 | 3,979.20 | 3,951.53 | 3,971.27 | 3,971.27 |
| Mar 27, 2023 | 3,982.93 | 4,003.83 | 3,970.49 | 3,977.53 | 3,977.53 |


| Mar 24, 2023 | 3,939.21 | 3,972.7 | 3,909.16 | 3,970.99 | 3,970.99 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Mar 23, 2023 | 3,959.21 | 4,007.66 | 3,919.05 | 3,948.72 | 3,948.72 |
| Mar 22, 2023 | 4,002.04 | 4,039.4 | 3,936.1 | 3,936.97 | 3,936.97 |
| Mar 21, 2023 | 3,975.89 | 4,009.0 | 3,9 | 4,002.87 | 4, |
| Mar 20, 2023 | 3,917.47 | 3,956.62 | 3,916.89 | 3,951.57 | 3,951.57 |
| Mar 17, 2023 | 3,958.69 | 3,958.91 | 3,901.27 | 3,916.64 | 3,9 |
| Mar 16, 2023 | 3,878.93 | 3,964.46 | 3,864.11 | 3,960.28 | 3,960.2 |
| Mar 15, 2023 | 3,876.74 | 3,894.26 | 3,838.2 | 3,891.93 | 3,891.93 |
| Mar 14, 2023 | 3,894.01 | 3,937.29 | 3,873.63 | 3,919.29 | 3,919.2 |
| Mar 13, 2023 | 3,835.12 | 3,905.05 | 3,808.8 | 3,855.76 | 3,855. |
| Mar 10, 2023 | 3,912.77 | 3,934.05 | 3,846.3 | 3,861.5 | 3,861.59 |
| Mar 09, 2023 | 3,998.66 | 4,0 | 3,9 | 3,9 | 3,9 |
| Mar 08, 2023 | 3,9 | 4,000.4 | 3,9 | 3,992.01 | , |
| Mar 07, 2023 | 4,048.26 | 4,050.0 | 3,980.3 | 3,986.37 | 3,986.37 |
| Mar 06, 2023 | 4,055.15 | 4,078.4 | 4,044.6 | 4,048.42 | , |
| Mar 03, 2023 | 3,998.02 | 4,048.2 | 3,995. | 4,0 | 4,045.6 |
| Mar 02, 2023 | 3,9 | 3,990.8 | 3,928.1 | 3,981.3 | 3,9 |
| Mar 01, 2023 | 3,963.34 | 3,971.7 | 3,939.0 | 3,951.3 | 3,9 |
| Feb 28, 2023 | 3,977.19 | 3,997.5 | 3,968.9 | 3,970.1 | 3,970.15 |
| Feb 27, 2023 | 3,992.36 | 4,018.0 | 3,9 | 3,982.2 | 3,982.24 |
| Feb 24, 2023 | 3,973.24 | 3,978.2 | 3,9 | 3,9 | 3,970.04 |
| Feb 23, 2023 | 4,018.60 | 4,028.3 | 3,969.1 | 4,012.3 | 4,0 |
| Feb 22, 2023 | 4,001.83 | 4,017.3 | 3,9 | 3,991 | 3,991.05 |
| Feb 21, 2023 | 4,052.35 | 4,052.3 | 3,995.19 | 3,997.3 | 3,997.3 |
| Feb 17, 2023 | 4,077.39 | 4,081.5 | 4,047.9 | 4, | 4,079.09 |
| Feb 16, 2023 | 4,114.75 | 4,136.5 | 4,089.4 | 4, | 4,0 |
| Feb 15, 2023 | 4,119.50 | 4,148.1 | 4,103.9 | 4,147.6 | 4,147.60 |
| Feb 14, 2023 | 4,126.7 | 4,159.77 | 4,095.01 | 4,136. | 4,136.13 |
| Feb 13, 2023 | 4,096.6 | 4,138.9 | 4,092. | 4,137. | 4,137.29 |
| Feb 10, 2023 | 4,068.92 | 4,094.3 | 4,060.7 | 4,090.4 | 4,090.46 |
| Feb 09, 2023 | 4,144.2 | 4,156.2 | 4,069.67 | 4,081. | 4,081.50 |
| Feb 08, 2023 | 4,153.47 | 4,156.8 | 4,111.67 | 4,117.8 | 4,117.86 |
| Feb 07, 2023 | 4,105.35 | 4,176.5 | 4,088.39 | 4,164.0 | 4,164.00 |
| Feb 06, 2023 | 4,119.57 | 4,124.63 | 4,093.38 | 4,111.08 | 4,111.08 |
| Feb 03, 2023 | 4,136.69 | 4,182.36 | 4,123.36 | 4,136.48 | 4,136.48 |
| Feb 02, 2023 | 4,158.68 | 4,1 | 4,141.8 | 4,179.7 | 4,179.76 |
| Feb 01, 2023 | 4,070.0 | 4,148.9 | 4,037.2 | 4,119.2 | 4,119.21 |
| Jan 31, 2023 | 4,0 | 4,077.1 | 4,020.4 | 4,076.6 | 4,076.6 |
| Jan 30, 2023 | 4,049.2 | 4,063.8 | 4,015.5 | 17.7 | 4,017.77 |
| Jan 27, 2023 | 4,053.72 | 4,094.21 | 4,048.70 | 4,070.56 | 4,070.56 |
| Jan 26, 2023 | 4,036.08 | 4,061.5 | 4,013.2 | 4,060.4 | 4,060.4 |
| Jan 25, 2023 | 3,982.71 | 4,019.55 | 3,949.06 | 4,016.22 | 4,016.22 |
| Jan 24, 2023 | 4,001.74 | 4,023.92 | 3,989.79 | 4,016.95 | 4,016.95 |
| Jan 23, 2023 | 3,978.14 | 4,039.31 | 3,971.64 | 4,019.81 | 4,019.81 |
| Jan 20, 2023 | 3,909.04 | 3,972.96 | 3,897.86 | 3,972.61 | 3,972.61 |


| Jan 19, 2023 | 3,911.84 | 3,922.94 | 3,885.54 | 3,898.85 | 3, |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Jan 18, 2023 | 4,002.25 | 4,014.16 | 3,926.59 | 3,928.86 | 3,928.86 |
| Jan 17, 2023 | 3,999.28 | 4,015.39 | 3,984.57 | 3,990.97 | 3,990.97 |
| Jan 13, 2023 | 3,960.60 | 4,003.95 | 3,947.67 | 3,999.09 | 3,999.09 |
| Jan 12, 2023 | 3,977.57 | 3,997.76 | 3,937.56 | 3,983.17 | 3,983.17 |
| Jan 11, 2023 | 3,932.35 | 3,970.07 | 3,928.54 | 3,969.61 | 3,969.61 |
| Jan 10, 2023 | 3,888.5 | 3,919.8 | 3,877.29 | 3,919.2 | 3,919.25 |
| Jan 09, 2023 | 3,910. | 3,950. | 3,8 | 3,892.09 | , |
| Jan 06, 20 | 3,823.37 | 3, | 3, | 3,895.08 | 3,895.08 |
| Jan | 3,839.74 | 3, | 3, | 3,808.10 | 3,808.10 |
| Ja | 3, | 3, | 3, | 3,852.97 | 3,852.97 |
| Jan 03, 2023 | 3,8 | 3,878 | 3,794.33 | 3,824.14 | 3,824.14 |
| Dec 30, 2022 | 3,829. | 3,839.8. | 3,800.34 | 3,839.50 | 3, |
| Dec 29, 2022 | 3,8 | 3,8 | 3,805.4 | 3,8 | 3,8 |
| Dec 28, 2022 | 3,829 | 3,848.3 | 3,780.78 | 3,783.2 | 3,783.22 |
| Dec 27, 2022 | 3,843.3 | 3,8 | 3,813.22 | 3,829.25 | 3,829.25 |
| Dec 23, 20 | 3,815 | 3,8 | 3,797.0 | 3,8 | 3,844.82 |
| Dec 22, | 3,8 | 3,8 | 3,764.49 | 3,822.39 | 39 |
| Dec | 3,8 | 3,8 | 3,839.49 | 3,87 | 3,878.44 |
| Dec 20, 2022 | 3,810. | 3,838. | 3,795.6 | 3,821.6 | 3,821.62 |
| Dec 19, 2022 | 3,853.7 | 3,854.8 | 3,800.0 | 3,817.66 | 3,817.66 |
| Dec 16, 2022 | 3,890.91 | 3,8 | 3,8 | 3, | 3, |
| Dec 15, 2022 | 3,9 | 3,9 | 3,8 | 3, | 3,895.75 |
| Dec 14, 2022 | 4,015 |  |  | 3,9 | 3,995.32 |
| Dec 13, 20 | 4,0 | 4,1 | 3,9 | 4,0 | 4,019.65 |
| Dec 12, 20 | 3,939. | 3,990.7 | 3,935.30 | 3,990. | 3,9 |
| Dec 09, 20 | 3,9 | 3,9 | 3,933 | 3,934.3 | 3,934.38 |
| Dec 08, 2022 | 3,947.7 | 3,974.1 | 3,935.8 | 3,963.51 | 3,963.51 |
| Dec 07, 2022 | 3,933.2 | 3,95 | 3,922.6 | 3,933.92 | 3,933.92 |
| Dec 06, 2022 | 3,996.63 | 4,001.5 | 3,918.3 | 3,941.26 | 3,941.26 |
| Dec 05, 2022 | 4,0 | 4,052.45 | 3,984.49 | 3,998.84 | 3,998.84 |
| Dec 02, 2022 | 4,0 | 4,080.4 | 4,026.63 | 4,071.7 | 4,071.7 |
| Dec 01, 2022 | 4,087.1 | 4,100. | 4,0 | 4,076.57 | 4,076.57 |
| Nov 30, 202 | 3,957.1 | 4,080.1 | 3,938.58 | 4,080.11 | 4,080.11 |
| Nov 29, 20 | 3,964.1 | 3,976.7 | 3,937.65 | 3,957.63 | 7.63 |
| Nov 28, 202 | 4,005.3 | 4,012.27 | 3, | 3,963.9 | 退.94 |
| Nov 25, 2022 | 4,023.3 | 4,034.02 | 4,020.7 | 4,026.12 | 4,026.12 |
| Nov 23, 20 | 4,000.3 | 4,033.7 | 3,998.6 | 4,027.26 | 4,027.26 |
| Nov 22, 2022 | 3,965.51 | 4,005.88 | 3,956.88 | 4,003.58 | 4,003.58 |
| Nov 21, 2022 | 3,9 | 3,962. | 3,933.34 | 3,949.94 | 3,949.94 |
| Nov 18, 2022 | 3,966.3 | 3,979.8 | 3,935.98 | 3,965. | 3,965.34 |
| Nov 17, 2022 | 3,919.2 | 3,954.33 | 3,906.5 | 3,946.56 | 3,946.56 |
| Nov 16, 2022 | 3,976.82 | 3,983.09 | 3,954.34 | 3,958.79 | 3,958.79 |
| Nov 15, 2022 | 4,006.41 | 4,028.84 | 3,953.17 | 3,991.73 | 3,991.73 |
| Nov 14, 2022 | 3,977.97 | 4,008.97 | 3,956.40 | 3,957.25 | 3,957.25 |


| Nov 11, 2022 | 3,9 | 4, |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| N | 3,859.89 | 3,958.33 | 3,85 | 3, | 3,9 |
| Nov 09, 2022 | 3,8 | 3,81 | 3,7 | 3,7 | 3 |
| Nov 08, 2022 | 3,8 | 3,859.4 | 3, | 3,828.11 | 3,828.11 |
| Nov 07, 2022 | 3,7 | 3, | 3, | 3,806.8 | 3,806.80 |
| Nov 04, 2022 | 3,766. | 3, | 3,708. | 3,770. | 3 |
| 22 | 3,733 | 3,750.5 | 3,698.1 | 3,719.89 | 3,7 |
| Nov 02, 2022 | 3,8 | 3, | 3, | 3, | 3, |
| Nov 01, 2022 | 3,9 | 3,9 | 3,843.80 | 3,856. | 3, |
| Oct 31, 2022 | 3,8 | 3,893.73 | 3,863. | 3,8 | 3,87 |
| Oct 28, 2022 | 3,8 | 3,9 | 3,8 | 3,901. | 3, |
| Oct 27, 2022 | 3,83 | 3,8 |  | 3,8 |  |
|  |  | 3,8 |  | 3, |  |
|  |  |  |  | 3,85 |  |
|  |  |  |  |  |  |
| O |  |  |  |  |  |
|  |  |  |  |  |  |
| O |  |  |  | 3,695 |  |
| Oc |  |  |  | 3,719. |  |
| Oct 17, |  |  |  |  |  |
| Oct 14, 2022 | 3, |  | 3,579.68 | 3,583.07 | 崖. |
| Oct 13, 2022 | 3, | 3,6 | 3, | 3, | 3,669.91 |
| Oct 12, 2022 | 3,5 |  |  |  |  |
| Oct 11, 2022 |  |  |  | 3, | 3, |
| Oct 10, 2022 | 3,6 |  |  | 3, | 3,612.39 |
| Oct 07, 2022 |  |  |  | 3, |  |
| Oct 06, 2022 |  |  |  |  |  |
| Oct 05, |  |  |  |  |  |
| Oct 04, |  |  |  |  |  |
| Oct 03, |  |  |  |  |  |
| Sep 30, | 3,6 |  |  | 3, | 3, |
| Sep 29, |  |  |  | 3,640.47 | 3,640.47 |
| Sep 28, |  |  |  |  |  |
| Sep 27, 20 |  |  |  | , | ,647 |
| Sep 26, 20 |  |  |  |  |  |
| Sep |  |  |  | 3,693. |  |
| Sep 22, 20 | 3,782 | 3, | 3,749. |  |  |
| Sep 21, | 3, | 3,907.07 | 3,7 | 3,789. | 3,789.93 |
| Sep 20, | 3,875. | 3, |  | . | 5, |
| Sep 19, 2022 | 3,849.9 | 3,900 | 3,838. | 3,899. | 3,899.89 |
| Sep 16, 2022 | 3,880.9 | 3,880.9 | 3,837. | 3,873. | 3,873.33 |
| Sep 15, 2022 | 3,932. | 3,959.1 | 3,888.28. | 3,901. | 3,901.35 |
| Sep 14, 2022 | 3,9 | 3, | 3,9 | 3,946.01 | 3,946.01 |
| Sep 13, 2022 | 4,037.1 | 4,037. | 3,921. | 3,932. | 3,932.69 |
| Sep 12, 2022 | 4,083.6 | 4,119.2 | 4,083.67 | 4,110. | 4,110.41 |


| Sep 09, 2022 | 4,022.94 | 4,076.81 | 4,022.94 | 4,067.36 | 4,067.36 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Sep 08, 2022 | 3,959.94 | 4,010.50 | 3,944.81 | 4,006.18 | 4,006.18 |
| Sep 07, 2022 | 3,909.43 | 3,987.89 | 3,906.03 | 3,979.87 | 3,979.87 |
| Sep 06, 2022 | 3,930.89 | 3,942.55 | 3,886.75 | 3,908.19 | 3,908.19 |
| Sep 02, 2022 | 3,994.66 | 4,018.43 | 3,906.21 | 3,924.26 | 3,924.26 |
| Sep 01, 2022 | 3,936.73 | 3,970.23 | 3,903.65 | 3,966.85 | 3,966.85 |
| Aug 31, 2022 | 4,000.67 | 4,015.37 | 3,954.53 | 3,955.00 | 3,955.00 |
| Aug 30, 2022 | 4,041.25 | 4,044.98 | 3,965.21 | 3,986.16 | 3,986.16 |
| Aug 29, 2022 | 4,034.58 | 4,062.99 | 4,017.42 | 4,030.61 | 4,030.61 |
| Aug 26, 2022 | 4,198.74 | 4,203.04 | 4,057.66 | 4,057.66 | 4,057.66 |
| Aug 25, 2022 | 4,153.26 | 4,200.54 | 4,147.59 | 4,199.12 | 4,199.12 |
| Aug 24, 2022 | 4,126.55 | 4,156.56 | 4,119.97 | 4,140.77 | 4,140.77 |
| Aug 23, 2022 | 4,133.09 | 4,159.77 | 4,124.03 | 4,128.73 | 4,128.73 |
| Aug 22, 2022 | 4,195.08 | 4,195.08 | 4,129.86 | 4,137.99 | 4,137.99 |
| Aug 19, 2022 | 4,266.31 | 4,266.31 | 4,218.70 | 4,228.48 | 4,228.48 |
| Aug 18, 2022 | 4,273.13 | 4,292.53 | 4,261.98 | 4,283.74 | 4,283.74 |
| Aug 17, 2022 | 4,280.40 | 4,302.18 | 4,253.08 | 4,274.04 | 4,274.04 |
| Aug 16, 2022 | 4,290.46 | 4,325.28 | 4,277.77 | 4,305.20 | 4,305.20 |
| Aug 15, 2022 | 4,269.37 | 4,301.79 | 4,256.90 | 4,297.14 | 4,297.14 |
| Aug 12, 2022 | 4,225.02 | 4,280.47 | 4,219.78 | 4,280.15 | 4,280.15 |
| Aug 11, 2022 | 4,227.40 | 4,257.91 | 4,201.41 | 4,207.27 | 4,207.27 |
| Aug 10, 2022 | 4,181.02 | 4,211.03 | 4,177.26 | 4,210.24 | 4,210.24 |
| Aug 09, 2022 | 4,133.11 | 4,137.30 | 4,112.09 | 4,122.47 | 4,122.47 |
| Aug 08, 2022 | 4,155.93 | 4,186.62 | 4,128.97 | 4,140.06 | 4,140.06 |
| Aug 05, 2022 | 4,115.87 | 4,151.58 | 4,107.31 | 4,145.19 | 4,145.19 |
| Aug 04, 2022 | 4,154.85 | 4,161.29 | 4,135.42 | 4,151.94 | 4,151.94 |
| Aug 03, 2022 | 4,107.96 | 4,167.66 | 4,107.96 | 4,155.17 | 4,155.17 |
| Aug 02, 2022 | 4,104.21 | 4,140.47 | 4,079.81 | 4,091.19 | 4,091.19 |
| Aug 01, 2022 | 4,112.38 | 4,144.95 | 4,096.02 | 4,118.63 | 4,118.63 |
| Jul 29, 2022 | 4,087.33 | 4,140.15 | 4,079.22 | 4,130.29 | 4,130.29 |
| Jul 28, 2022 | 4,026.13 | 4,078.95 | 3,992.97 | 4,072.43 | 4,072.43 |
| Jul 27, 2022 | 3,951.43 | 4,039.56 | 3,951.43 | 4,023.61 | 4,023.61 |
| Jul 26, 2022 | 3,953.22 | 3,953.22 | 3,910.74 | 3,921.05 | 3,921.05 |
| Jul 25, 2022 | 3,965.72 | 3,975.30 | 3,943.46 | 3,966.84 | 3,966.84 |
| Jul 22, 2022 | 3,998.43 | 4,012.44 | 3,938.86 | 3,961.63 | 3,961.63 |
| Jul 21, 2022 | 3,955.47 | 3,999.29 | 3,927.64 | 3,998.95 | 3,998.95 |
| Jul 20, 2022 | 3,935.32 | 3,974.13 | 3,922.03 | 3,959.90 | 3,959.90 |
| Jul 19, 2022 | 3,860.73 | 3,939.81 | 3,860.73 | 3,936.69 | 3,936.69 |
| Jul 18, 2022 | 3,883.79 | 3,902.44 | 3,818.63 | 3,830.85 | 3,830.85 |
| Jul 15, 2022 | 3,818.00 | 3,863.62 | 3,817.18 | 3,863.16 | 3,863.16 |
| Jul 14, 2022 | 3,763.99 | 3,796.41 | 3,721.56 | 3,790.38 | 3,790.38 |
| Jul 13, 2022 | 3,779.67 | 3,829.44 | 3,759.07 | 3,801.78 | 3,801.78 |
| Jul 12, 2022 | 3,851.95 | 3,873.41 | 3,802.36 | 3,818.80 | 3,818.80 |
| Jul 11, 2022 | 3,880.94 | 3,880.94 | 3,847.22 | 3,854.43 | 3,854.43 |
| Jul 08, 2022 | 3,888.26 | 3,918.50 | 3,869.34 | 3,899.38 | 3,899.38 |


| 07, 2022 | 3,858.85 | 3,910.63 | 3,858.85 | 3,902.62 | 3,902.62 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Jul 06, 2022 | 3,831.98 | 3,870.91 | 3,809.37 | 3,845.08 | 3,845.08 |
| Jul 05, 2022 | 3,792.61 | 3,832.19 | 3,742.06 | 3,831.39 | 3,831.39 |
| Jul 01, 2022 | 3,781.0 | 3,829.8 | 3,752.10 | 3,825.33 | 3,825.33 |
| Jun 30, 2022 | 3,785.9 | 3,818.9 | 3,738.67 | 3,785.38 | 3,785.38 |
| Jun 29, 2022 | 3,825.0 | 3,836.50 | 3,799.02 | 3,818.83 | 3,818.83 |
| Jun 28,2022 | 3,913. | 3,9 | 3,820. | , 821 | 3,821 55 |
| Ju | 3, | 3, | 3, | 3,900.1 |  |
| Jun 24, 2022 | 3,821.75 | 3, | 3,821.75 | 3,911.74 |  |
| Jun 23, 2022 | 3,774.71 | 3, | 3, | 3,795.73 | 3,795.73 |
| Jun 22, | 3,733.89 | 3,801.79 | 3,7 | 3,759.89 | 3,759.89 |
| Jun 21, 2022 | 3,7 | 3, | 3, | 3,764.79 | 3,764.79 |
| Jun 17, 2022 | 3,665.9 | 3,707.71 | 3,636.87 | 3, | 3,6 |
| Jun 16, 2022 | 3, | 3, | 3, | 3, | 3,666.77 |
| Jun 15, 2022 | 3,764.0 | 3,837.5 | 3,722. | 3,789.9 | 3,789.9 |
| Jun 14, 2022 | 3,763.5 | 3,7 | 3,705 | 3,735. | 3,735.48 |
| Jun 13, 2022 | 3,8 | 3,8 | 3,7 | 3, | 3, |
| Jun 10, 2022 | 3,9 | 3,9 | 3,900. | 3,9 | 3,900.86 |
| Jun 0 | 4,101 | 4,119.10 | 4,0 | 4,0 | 2 |
| Jun 08, | 4,147 |  |  | 4,1 | 4,11 |
| Jun 07, 2 | 4,0 | 4, | 4,0 | 4, | 4, |
| Jun 06, 2022 | 4, | 4, | 4,109.1 | 4,121.43 | 4, |
| Jun 03, 2022 | 4,137 | 4,142. | 4,098.6 | 4, | 4, |
| Jun 02, 2022 | 4,095 | 4,177.5 | 4,074.37 | 4,176. | 4,176 |
| Jun 01, 2022 | 4,149.78 | 4,166.5 | 4,073.8 | 4,101.23 | 4,101.23 |
| May 31, 2022 | 4,1 | 4,1 | 4,104.8 | 4,132. | 4,132.15 |
| May 27, 2022 | 4,0 | 4,158. | 4,0 | 4,1 | 4,1 |
| May 26, 2022 | 3,984.60 | 4,075.1 | 3,984. | 4,057. |  |
| May 25, 2022 | 3,929.5 | 3,999.3 | 3,925.03 | 3,978. | 3,978 |
| May 24, 2022 | 3,9 | 3,955 | 3,8 |  |  |
| May 23, 2022 | 3,919 | 3,981.88 | 3,909.04 | 3,9 | 3,973.75 |
| May 20, 2022 | 3,927.7 | 3,943.42 | 3,810.3 | 3,901. | 3.901 .36 |
| May 19, 2022 | 3,899. | 3,945 | 3,8 | 3,000.70 | 3,900.79 |
| May 18, 2022 | 4,051.9 | 4,051.9 | 3,911.9 | 3,923. | ,923.68 |
| May 17, 2022 | 4,052.0 | 4,090.72 | 4,033.9 | 4,088.8. | 088.85 |
| May 16, 2022 | 4,013.02 | 4,046. | 3,983.99 | 08.0 | , |
| May 13, 2022 | 3,963.9 | 4,038.88 | 3,963. | 4,023.8 | 4,023.89 |
| May 12, 2022 | 3,903.9 | 3,964.8 | 3,858.87 | 3,930.08 | 3,930.08 |
| May 11, 2022 | 3,990.08 | 4,049.09 | 3,928.82 | 3,935. | 3,935.18 |
| May 10, 2022 | 4,035.1 | 4,068.8 | 3,958.1 | 4,001. | 4,001.05 |
| May 09, 2022 | 4,081.27 | 4,081.27 | 3,975.48 | 3,991.2 | 3,991.24 |
| May 06, 2022 | 4,128.1 | 4,157.69 | 4,067.9 | 4,123.3 | 4,123.34 |
| May 05, 2022 | 4,270.43 | 4,270.43 | 4,106.01 | 4,146.87 | 4,146.87 |
| May 04, 2022 | 4,181.18 | 4,307.66 | 4,148.91 | 4,300.17 | 4,300.17 |
| May 03, 2022 | 4,159.78 | 4,200.10 | 4,147.08 | 4,175.48 | 4,175.48 |


| May 02, 2022 | 4,130.61 | 4,169.81 | 4,062.51 | 4,155.38 | 4,155.38 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Apr 29, 2022 | 4,253.75 | 4,269.68 | 4,124.28 | 4,131.93 | 4,131.93 |
| Apr 28, 2022 | 4,222.58 | 4,308.45 | 4,188.63 | 4,287.50 | 4,287.50 |
| Apr 27, 2022 | 4,186.52 | 4,240.71 | 4,162.90 | 4,183.96 | 4,183.96 |
| Apr 26, 2022 | 4,278.14 | 4,278.14 | 4,175.04 | 4,175.20 | 4,175.20 |
| Apr 25, 2022 | 4,255.34 | 4,299.02 | 4,200.82 | 4,296.12 | 4,296.12 |
| Apr 22, 2022 | 4,385.83 | 4,385.83 | 4,267.62 | 4,271.78 | 4,271.78 |
| Apr 21, 2022 | 4,489.17 | 4,512.9 | 4,38 | 4,393.66 | 4,393.66 |
| Apr 20, 2022 | 4,472.26 | 4,488.29 | 4,448.76 | 4,459.45 | 4,459.45 |
| Apr 19, 2022 | 4,390.63 | 4,471.03 | 4,390.63 | 4,462.21 | 4,462.21 |
| Apr 18, 2022 | 4,385.63 | 4,410.31 | 4,370.30 | 4,391.69 | 4,391.69 |
| Apr 14, 2022 | 4,449.12 | 4,460.46 | 4,390.77 | 4,392.59 | 4,392.59 |
| Apr 13, 2022 | 4,394.30 | 4,453.92 | 4,392.70 | 4,446.59 | 4,446.59 |
| Apr 12, 2022 | 4,437.59 | 4,471.00 | 4,381.3 | 4,397.45 | 4,397.45 |
| Apr 11, 2022 | 4,462.64 | 4,464.35 | 4,408.38 | 4,412.53 | 4,412.53 |
| Apr 08, 2022 | 4,494.15 | 4,520.41 | 4,474.60 | 4,488.28 | 4,488.28 |
| Apr 07, 2022 | 4,474.65 | 4,521.16 | 4,450.30 | 4,500.21 | 4,500.21 |
| Apr 06, 2022 | 4,494.17 | 4,503.94 | 4,450.04 | 4,481.15 | 4,481.15 |
| Apr 05, 2022 | 4,572.45 | 4,593.45 | 4,514.17 | 4,525.12 | 4,525.12 |
| Apr 04, 2022 | 4,547.97 | 4,583.50 | 4,539.21 | 4,582.64 | 4,582.64 |
| Apr 01, 2022 | 4,540.32 | 4,548.70 | 4,507.57 | 4,545.86 | 4,545.86 |
| Mar 31, 2022 | 4,599.02 | 4,603.07 | 4,530.41 | 4,530.41 | 4,530.41 |
| Mar 30, 2022 | 4,624.20 | 4,627.77 | 4,581.32 | 4,602.45 | 4,602.45 |
| Mar 29, 2022 | 4,602.86 | 4,637.30 | 4,589.66 | 4,631.60 | 4,631.60 |
| Mar 28, 2022 | 4,541.09 | 4,575.65 | 4,517.69 | 4,575.52 | 4,575.52 |
| Mar 25, 2022 | 4,522.91 | 4,546.03 | 4,501.07 | 4,543.06 | 4,543.06 |
| Mar 24, 2022 | 4,469.98 | 4,520.58 | 4,465.17 | 4,520.16 | 4,520.16 |
| Mar 23, 2022 | 4,493.10 | 4,501.07 | 4,455.81 | 4,456.24 | 4,456.24 |
| Mar 22, 2022 | 4,469.10 | 4,522.00 | 4,469.10 | 4,511.61 | 4,511.61 |
| Mar 21, 2022 | 4,462.40 | 4,481.75 | 4,424.30 | 4,461.18 | 4,461.18 |
| Mar 18, 2022 | 4,407.34 | 4,465.40 | 4,390.57 | 4,463.12 | 4,463.12 |
| Mar 17, 2022 | 4,345.11 | 4,412.67 | 4,335.65 | 4,411.67 | 4,411.67 |
| Mar 16, 2022 | 4,288.14 | 4,358.90 | 4,251.99 | 4,357.86 | 4,357.86 |
| Mar 15, 2022 | 4,188.82 | 4,271.05 | 4,187.90 | 4,262.45 | 4,262.45 |
| Mar 14, 2022 | 4,202.75 | 4,247.57 | 4,161.72 | 4,173.11 | 4,173.11 |
| Mar 11, 2022 | 4,279.50 | 4,291.01 | 4,200.49 | 4,204.31 | 4,204.31 |
| Mar 10, 2022 | 4,252.55 | 4,268.28 | 4,209.80 | 4,259.52 | 4,259.52 |
| Mar 09, 2022 | 4,223.10 | 4,299.40 | 4,223.10 | 4,277.88 | 4,277.88 |
| Mar 08, 2022 | 4,202.66 | 4,276.94 | 4,157.87 | 4,170.70 | 4,170.70 |
| Mar 07, 2022 | 4,327.01 | 4,327.01 | 4,199.85 | 4,201.09 | 4,201.09 |
| Mar 04, 2022 | 4,342.12 | 4,342.12 | 4,284.98 | 4,328.87 | 4,328.87 |
| Mar 03, 2022 | 4,401.31 | 4,416.78 | 4,345.56 | 4,363.49 | 4,363.49 |
| Mar 02, 2022 | 4,322.56 | 4,401.48 | 4,322.56 | 4,386.54 | 4,386.54 |
| Mar 01, 2022 | 4,363.14 | 4,378.45 | 4,279.54 | 4,306.26 | 4,306.26 |
| Feb 28, 2022 | 4,354.17 | 4,388.84 | 4,315.12 | 4,373.94 | 4,373.94 |


| Feb 25, 2022 | 4,298.38 | 4,385.34 | 4,286.83 | 4,384.65 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Feb 24, 2022 | 4,155.77 | 4,294.73 | 4,114.65 | 4,288.70 | 4,288.70 |
| eb 23, 2022 | 4,324.93 | 4,341.51 | 4,221.5 | 4,225.5 | 4,225.50 |
| b 22, 2022 | ,332.74 | 4,362.12 | 4,267.1 | 4,304.7 | 4, |
| Feb 18, 2022 | 4,3 | 4, | 4, | 4,3 |  |
| Feb 17, 2022 | 4,456.06 | 4,456.06 | 4,373. | 4.380 | 4 |
| eb 16, 2022 | 4 | 4 | 4 | 4,475.01 | 4,475.01 |
| Feb 15, 2022 | 4,429.28 | 4,472.77 | 4,429.28 | 4,471.07 | 4,471.07 |
| eb 14, 2022 | 4,412.61 | 4,426.22 | 4,364.84 | 4,401.67 | 4,401.67 |
| eb 11, 2022 | 4,506.27 | 4,526.33 | 4, | 4, | 4,418.64 |
| Feb 10, 2022 | 4, | 4,5 | 4, | 4, | 相 |
| Feb 09, 2022 | 4,547.0 | 4,590.03 | 4,547.00 | 4,587.1 | 4,587.18 |
| Feb 08, 2022 | 4,480.02 | 4,531.3 | 4,465. | 4,521. | 4,521.5 |
| Feb 07, 2022 | 4,505.7 | 4,521.8 | 4,471. | 4,483. | 4,4 |
| Feb 04, 2022 | , | 4,5 | 4, | 4,500. | 4,500. |
| Feb 03, 2022 | 4,535. | 4, | 4, | 4,477.4 | 4,477.44 |
| Feb 02, 2022 | 4,566.39 | 4,595.31 | 4,5 | 4,589.38 | 4,589.38 |
| Feb 01, 2022 | 4,519.57 | ,550.4 | 4,483. | 4,546.5 | 4,546.5 |
| Jan 31, 2022 | 4,431.79 | 4,516.8 | 4,414. | 4,515.5 | 4,515.5 |
| Jan 28, 2022 | 4,336.19 | , |  | 4,431.85 | 4,431.85 |
| Jan 27, 2022 | 4,3 | 4, | 4, | 4,3 | 4,326.51 |
| Jan 26, 2022 | 4, | 4,453.23 | 4,3 | 4,3 | , |
| Jan 25, 2022 |  |  |  | 4, | 4,356.45 |
| Jan | 4,3 | 4,4 | 4, | 4,410. | 4,410.13 |
| Jan 21, | 4,4 | 4, | 4,3 | 4,397.9 |  |
| Jan 20, 2022 | 4,547 | 4,602.1 | 4,4 | 4,482.7 |  |
| Jan 19, 2022 | 4,588 | 4,611. | 4,530 | 4,5 | 4,5 |
| Jan 18, 2022 | 4,632 | 4,632.2 | 4,568. | 4,577.1 | 4,577.11 |
| Jan 14, 2022 | 4,63 | 4,665.1 | 4,614. | 4,662.8 | 4,662.85 |
| Jan 13, 2022 | 4,733.5 | 4,744.1 | 4,650.29 | 4,659.03 | 4,659.03 |
| Jan 12, 2022 | 4,728.59 | 4,748.8 | 4,706.7 | 4,726.35 | 4,726.35 |
| Jan 11, 2022 | 4,6 | 4,7 | 4,63 | 4, | 4, |
| Jan 10, 2022 | 4,6 | 4,673.02 | 4,5 | 4,6 | 4,6 |
| Jan 07, 2 | 4,697.6 | 4,707.9 |  | 4,677.03 | 4,677.03 |
| Jan 06, 20 | 4, | 4, | 4,671. | 96. | 4,696.05 |
| Jan 05, 2 | 4,787.9 | 4,797.7 | 4,699. | 4,700. | 4,700.58 |
| Jan 04, 2022 | 4,804.51 | 4,818.62 | 4,774.2 | 4,793.5 | 4,793.54 |
| Jan 03, 2022 | 4,778.14 | 4, | 4,758.1 | 4,796.5 | 4,796.5 |
| Dec 31, 2021 | 4,775.21 | 4,786.83 | 4,765.75 | 4,766.18 | 4,766.18 |
| Dec 30, 2021 | 4,794.23 | 4,808.9 | 4,775.3 | 4,778.7 | 4,778.73 |
| Dec 29, 2021 | 4,788.6 | 4,804.0 | 4,778.0 | 4,793.0 | 4,793.06 |
| Dec 28, 2021 | 4,795.49 |  | 4,780.0 | 4,786.35 | 4,786.35 |
| Dec 27, 2021 | 4,733.9 | 4,791.49 | 4,733.9 | 4,791.19 | 4,791.19 |
| Dec 23, 2021 | 4,703.96 | 4,740.74 | 4,703.96 | 4,725.7 | 4,725.79 |
| Dec 22, 2021 | 4,650.36 | 4,697.67 | 4,645.53 | 4,696.56 | 4,696.56 |


| ec 21, 2021 | 4,594.96 | 4,651.14 | 4,583.16 | 4,649.23 | 4,649.23 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Dec 20, 2021 | 4,587.90 | 4,587.90 | 4,531.10 | 4,568.02 | 4,568.02 |
| Dec 17, 2021 | 4,652. | 4,666.70 | 4,600.22 | 4,620.64 | 4,620.64 |
| Dec 16, 2021 | 4,719.13 | 4,731.99 | 4,651.89 | 4,668.67 | 4,668.67 |
| Dec 15, 2021 | 4,636.46 | 4,712.60 | 4,611.22 | 4,709.85 | 4,709.85 |
| Dec 14, 2021 | 4,642.99 | 4,660.47 | 4,606.52 | 4,634.09 | 4,634.09 |
| Dec 13, 2021 | 4,710.30 | 4,710.30 | 4,667.60 | 4,668.97 | 4,668.97 |
| Dec 10, 2021 | 4,687.6 | 4,713.5 | 4,670.24 | 4,712.02 | 4,712.02 |
| Dec 09, 2021 | 4,691.00 | 4,695.26 | 4,665.98 | 4,667.45 | 4,667.45 |
| Dec 08, 2021 | 4,690 | 4,705.06 | 4,674.52 | 4,701.21 | 4,701.21 |
| Dec 07, 2021 | 4,631 | 4,6 | 4,631.97 | 4,686 | 4,686.75 |
| Dec 06, 2021 | 4,548.3 | 4,612. | 4,540.51 | 4,591.67 | 4,591.67 |
| Dec 03, 2021 | 4, | 4,608 | 4,495.12 | 4,538.4 | 4,538.43 |
| Dec 02, 2021 | 4,504 | 4,595.46 | 4,504.73 | 4,5 | 4,577.10 |
| Dec 01, 2021 | 4,602.82 | 4,6 | 4,510.27 | 4,513.0 | 4,513.04 |
| Nov 30, 2021 | 4,640.25 | 4,646.02 | 4,560.00 | 4,567.00 | 4,567.00 |
| Nov 29, 2021 | 4,628.7 | 4,67 | 4,625.26 | 4,655.27 | 4,655.27 |
| Nov 26, 2021 | 4,664.63 | 4,664.63 | 4,585.43 | 4,594.62 | 4,594.62 |
| Nov 24, 2021 | 4,675.78 | 4,702.87 | 4,659.89 | 4,701. | 4,701.46 |
| Nov 23, 2021 | 4,678.48 | 4,699.39 | 4,652.66 | 4,690.7 | 4,690.70 |
| Nov 22, 2021 | 4,712.00 | 4,743.83 | 4,682.17 | 4,682.9 | 4,682.94 |
| Nov 19, 2021 | 4,708.44 | 4,717.75 | 4,694.2 | 4,697.9 | 4,697.96 |
| Nov 18, 2021 | 4,700.7 | 4,708.80 | 4,672.78 | 4,704.5 | 4,704.54 |
| Nov 17, 2021 | 4,7 | 4,701.5 | 4,684.41 | 4,688.67 | 4,688.67 |
| Nov 16, 2021 | 4,679.4 | 4,714.95 | 4,679.42 | 4,700.9 | 4,700.90 |
| Nov 15, 2021 | 4,689.3 | 4,697.42 | 4,672.86 | 4,682. | 4,682.80 |
| Nov 12, 2021 | 4,655 | 4,688.47 | 4,650.77 | 4,682.8 | 4,682.85 |
| Nov 11, 2021 | 4,659.39 | 4,664.55 | 4,648.31 | 4,649.27 | 4,649.27 |
| Nov 10, 2021 | 4,670.26 | 4,684.85 | 4,630.86 | 4,646.7 | 4,646.7 |
| Nov 09, 2021 | 4,707.25 | 4,708.53 | 4,670.87 | 4,685.2 | 4,685.25 |
| Nov 08, 2021 | 4,701.48 | 4,714.92 | 4,694.39 | 4,701.7 | 4,701.70 |
| Nov 05, 2021 | 4,699.2 | 4,718.5 | 4,681.32 | 4,697.53 | 4,697.53 |
| Nov 04, 2021 | 4,6 | 4,683.0 | 4,662.59 | 4,680.06 | 4,680.06 |
| Nov 03, 2021 | 4,630.65 | 4,663.4 | 4,621.19 | 4,660.57 | 4,660.57 |
| Nov 02, 2021 | 4,613.3 | 4,635.15 | 4,613.34 | 4,630.65 | 4,630.65 |
| Nov 01, 2021 | 4,610.6 | 4,620.3 | 4,595.06 | 4,613.67 | 4,613.67 |
| Oct 29, 2021 | 4,572.87 | 4,608.08 | 4,567.59 | 4,605.38 | 4,605.38 |
| Oct 28, 2021 | 4,562.84 | 4,597.55 | 4,562.84 | 4,596.42 | 4,596.42 |
| Oct 27, 2021 | 4,580.22 | 4,584.57 | 4,551.66 | 4,551.68 | 4,551.68 |
| Oct 26, 2021 | 4,578.69 | 4,598.53 | 4,569.17 | 4,574.79 | 4,574.79 |
| Oct 25, 2021 | 4,553.6 | 4,572.62 | 4,537.36 | 4,566.48 | 4,566.48 |
| Oct 22, 2021 | 4,546.12 | 4,559.67 | 4,524.00 | 4,544.90 | 4,544.90 |
| Oct 21, 2021 | 4,532.24 | 4,551.44 | 4,526.89 | 4,549.78 | 4,549.78 |
| Oct 20, 2021 | 4,524.42 | 4,540.87 | 4,524.40 | 4,536.19 | 4,536.19 |
| Oct 19, 2021 | 4,497.34 | 4,520.40 | 4,496.41 | 4,519.63 | 4,519.63 |


| Oct 18, 2021 | 4,463.72 | 4,488.75 | 4,447.47 | 4,486.46 | 4,486.46 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Oct 15, 2021 | 4,447.69 | 4,475.82 | 4,447.69 | 4,471.37 | 4,471.37 |
| Oct 14, 2021 | 4,386.75 | 4,439.73 | 4,386.75 | 4,438.26 | 4,438.26 |
| Oct 13, 2021 | 4,358.01 | 4,372.87 | 4,329.92 | 4,363.80 | 4,363.80 |
| Oct 12, 2021 | 4,368.31 | 4,374.89 | 4,342.09 | 4,350.65 | 4,350.65 |
| Oct 11, 2021 | 4,385.44 | 4,415.88 | 4,360.59 | 4,361.19 | 4,361.19 |
| Oct 08, 2021 | 4,406.51 | 4,412.0 | 4,386.22 | 4,391.34 | 4,391.34 |
| Oct 07, 2021 | 4,383.73 | 4,4 | 4,383.7 | 4,399.76 | 4, |
| Oct 06, 2021 | 4,319.57 | 4,365.57 | 4,290.49 | 4,363.55 | 4, |
| Oct 05, 2021 | 4,309.87 | 4,369.23 | 4,309.87 | 4,345.72 | 4,345.72 |
| Oct 04, 2021 | 4,348.84 | 4,355.51 | 4,278.94 | 4,300.46 | 4,300.46 |
| Oct 01, 2021 | 4,317.16 | 4,375.19 | 4,288.52 | 4,357.04 | 4,357.04 |
| Sep 30, 2021 | 4,370.67 | 4,382.55 | 4,306.24 | 4,307.54 | 4,307.54 |
| Sep 29, 2021 | 4,362.41 | 4,385 | 4,355.08 | 4,359.46 | 4,359.46 |
| Sep 28, 2021 | 4,419.54 | 4,419.54 | 4,346.33 | 4,352.63 | 4,352.63 |
| Sep 27, 2021 | 4,442.12 | 4,457.3 | 4,436.19 | 4,443.11 | 4,443.11 |
| Sep 24, 2021 | 4,438.04 | 4,463.12 | 4,430.27 | 4,455.48 | 4,455.48 |
| Sep 23, 2021 | 4,406.75 | 4,465.40 | 4,406.75 | 4,448.98 | 4,448.98 |
| Sep 22, 2021 | 4,367.43 | 4,416.75 | 4,367.43 | 4,395.64 | 4,395.64 |
| Sep 21, 2021 | 4,374.45 | 4,394.87 | 4,347.96 | 4,354.19 | 4,354.19 |
| Sep 20, 2021 | 4,402.95 | 4,402.95 | 4,305.91 | 4,357.73 | 4,357.73 |
| Sep 17, 2021 | 4,469.74 | 4,471.5 | 4,427.76 | 4,432.99 | 4,432.99 |
| Sep 16, 2021 | 4,477.09 | 4,485.8 | 4,443.80 | 4,473.75 | 4,473.75 |
| Sep 15, 2021 | 4,447.49 | 4,486.87 | 4,438.37 | 4,480.70 | 4,480.70 |
| Sep 14, 2021 | 4,479.33 | 4,485.68 | 4,435.46 | 4,443.05 | 4,443.05 |
| Sep 13, 2021 | 4,474.81 | 4,492.9 | 4,445.70 | 4,468.73 | 4,468.73 |
| Sep 10, 2021 | 4,506.92 | 4,520.47 | 4,457.66 | 4,458.58 | 4,458.58 |
| Sep 09, 2021 | 4,513.02 | 4,529.90 | 4,492.07 | 4,493.28 | 4,493.28 |
| Sep 08, 2021 | 4,518.09 | 4,521.79 | 4,493.95 | 4,514.07 | 4,514.07 |
| Sep 07, 2021 | 4,535.38 | 4,535.38 | 4,513.00 | 4,520.03 | 4,520.03 |
| Sep 03, 2021 | 4,532.42 | 4,541.45 | 4,521.30 | 4,535.43 | 4,535.43 |
| Sep 02, 2021 | 4,534.48 | 4,545.85 | 4,524.66 | 4,536.95 | 4,536.95 |
| Sep 01, 2021 | 4,528.80 | 4,537.11 | 4,522.02 | 4,524.09 | 4,524.09 |
| Aug 31, 2021 | 4,529.75 | 4,531.39 | 4,515.80 | 4,522.68 | 4,522.68 |
| Aug 30, 2021 | 4,513.76 | 4,537.3 | 4,513.76 | 4,528.79 | 4,528.79 |
| Aug 27, 2021 | 4,474.10 | 4,513.33 | 4,474.10 | 4,509.37 | 4,509.37 |
| Aug 26, 2021 | 4,493.75 | 4,495.90 | 4,468.99 | 4,470.00 | 4,470.00 |
| Aug 25, 2021 | 4,490.45 | 4,501.71 | 4,485.66 | 4,496.19 | 4,496.19 |
| Aug 24, 2021 | 4,484.40 | 4,492.81 | 4,482.28 | 4,486.23 | 4,486.23 |
| Aug 23, 2021 | 4,450.29 | 4,489.88 | 4,450.29 | 4,479.53 | 4,479.53 |
| Aug 20, 2021 | 4,410.56 | 4,444.35 | 4,406.80 | 4,441.67 | 4,441.67 |
| Aug 19, 2021 | 4,382.44 | 4,418.61 | 4,367.73 | 4,405.80 | 4,405.80 |
| Aug 18, 2021 | 4,440.94 | 4,454.32 | 4,397.59 | 4,400.27 | 4,400.27 |
| Aug 17, 2021 | 4,462.12 | 4,462.12 | 4,417.83 | 4,448.08 | 4,448.08 |
| Aug 16, 2021 | 4,461.65 | 4,480.26 | 4,437.66 | 4,479.71 | 4,479.71 |

