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**Background**

The characteristics function of a real-valued variable is the Fourier transform of the probability density function. There is a unique relation between the characteristics function and the distribution function of that random variable. I.e., the characteristics function completely defines the probability distribution.

In practice, solving the characteristic function is not always straightforward, particularly in high dimensional models. For example, the loss distribution of a large portfolio consisting of risky positions is often modelled via a factor copula model, and the number of factors can be a large number up to hundreds. Solving the characteristics function of the loss distribution essentially boils down to the calculation of a high dimensional integration.

Recently there have been machine learning methods developed to efficiently compute the high dimensional integrations. However, the accuracy and speed of these methods remain to be tested in real-world applications.

The subject of our interest in this study is taking a machine learning approach to calculate the characteristic function of a high dimensional model. Though machine learning methods for high dimensional integral already exist, careful attention has to be paid when it comes to computing the characteristics function, because small errors in the Fourier domain (errors in the calculation of the characteristic function) can lead to large errors in the real/physical domain of the density function.

**Challenge**

The challenges are two folds:

1. Finding a machine learning method that is indeed efficient enough.
2. Ensuring the errors are within the tolerance range, particularly the errors in the domain of the probability distribution function.

**Contact**

If you are interested to enter the field of quantitative analysis, this is a very good starting point. Please feel free to contact me directly if you would like to learn more: [fang.fang@ffquant.nl](mailto:fang.fang@ffquant.nl) or [F.Fang@tudelft.nl](mailto:F.Fang@tudelft.nl).
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