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Abstract

The Navier-Stokes equations govern the flow of viscous fluids such as air or water. Since no general
solution is known, computer simulations are used to obtain approximate solutions. As computers are
unable to handle continuous representations of variables, finite-dimensional projection of variables
is required, resulting in a loss of information. A difficulty herein is to obtain discrete solutions
that have the same conservation properties as continuous solutions. Other challenges include the
efficient handling of the nonlinear term in the equations.

In this thesis we aim to construct a numerical method whose solutions satisfy the conservation of
mass, kinetic energy and helicity exactly. To achieve this, a structure preserving (mimetic) spectral
element method is employed. Such methods aim to represent as many properties of the continuous
problem as possible exactly in the discrete problem. These methods have their theoretic roots in
differential geometry, where there is a clear connection between fields and the geometric objects
they are associated with. From this association we note that the fields in the Navier-Stokes equa-
tions show a dual nature, where each field can be associated to two types of geometric objects. In
[1] this dual nature is used to construct a mass, kinetic energy and helicity conserving method that
handles the nonlinear term efficiently by using a leapfrog scheme for problem on periodic domains.
In this thesis this work is extended to handle Dirichlet boundary conditions.

When considering periodic boundary conditions, the constructed numerical method exhibits
the same conservation properties of energy and helicity as the Navier-Stokes equations. When
considering Dirichlet boundary conditions, some additional contributions to the dissipation rates of
energy and helicity are noted in the cases of inflow into the domain and nonzero normal vorticity
at the boundary respectively. These additional contributions cannot be meaningfully quantified
within the employed approach, and are a result of strongly enforced boundary conditions on velocity.
Furthermore, the numerical method constructs a pointwise divergence free velocity field at every
other time step.

The mimetic spectral element method allows for high order spatial approximation of fields.
Optimal spatial convergence orders are observed for all fields. Temporal integration was done
via a combination of the trapezoidal and midpoint rule and the expected second order temporal
convergence are observed.
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1 Introduction

The Navier-Stokes equations govern the flow of viscous fluids such as air or water. Since no general
solution is known, computer simulations are used to obtain approximate solutions. As computers
are unable to handle continuous representations of fields, finite-dimensional projection of fields is
required, resulting in a loss of information. A difficulty herein is to obtain approximate solutions
that have the same conservation properties as true solutions. Other challenges include the efficient
handling of the nonlinear term in the equations.

The Navier-Stokes equations conserve mass, kinetic energy, helicity (in 3D) and enstrophy (in
2D). These conservation properties lead to specific characteristics of turbulent fluid flow. A corner
stone of turbulent flows is the energy cascade from large to small scales, initially described by
Kolmogorov in [2]. This cascade is a consequence of energy conservation. As a result of enstrophy
conservation in two dimensions, an additional energy cascade from small to large scales is seen along
side the usual large to small scale cascade [3]. The equations also conserve helicity [4], [5], which
which leads to a joint cascade of helicity and energy [6], [7]. For discrete solutions to produce the
same cascades, it is important that these conservation properties of the Navier-Stokes equations
also hold after discretization.

In this thesis we aim to construct a numerical method whose solutions satisfy the conservation of
mass, kinetic energy and helicity exactly. To achieve this, a structure preserving (mimetic) spectral
element method is employed. Such methods aim to represent as many properties of the continuous
problem as possible exactly in the discrete problem. These methods have their theoretic roots in
differential geometry, where there is a clear connection between fields and the geometric objects
they are associated with. From this association we note that the fields in the Navier-Stokes equa-
tions show a dual nature, where each field can be associated to two types of geometric objects. In
[1] this dual nature is used to construct a mass, kinetic energy and helicity conserving method that
handles the nonlinear term efficiently by using a leapfrog scheme for problem on periodic domains.
In this thesis this work is extended to handle Dirichlet boundary conditions. Notably, enstrophy is
not conserved by the methodology presented [1] nor in this work, and as such, the work is mainly
relevant for 3D problems. For an approach that conserves enstrophy see [8].

As mentioned before, mimetic methods largely use differential geometry to describe the physics
and the geometry of the field problem at hand. The application of differential geometry, and its
discrete counterpart, algebraic topology, to physical field problems was first described by Tonti in
1975 [9]. Burke further advocated for the use of differential geometry to describe physical theories
in his book Applied Differential Geometry [10], and is also the author of the strongly titled ”Div
Grad Curl are Dead” draft. Hyman and Scoval then derived mimetic approximations to differential
operators using algebraic topology in 1988 [11]. This was later extended by Bochev and Hyman in
2006 with, among others, discrete wedge products, codifferentials and inner products in [12]. Kreeft
et al. furter extended the methodology in 2011 with curvilinear elements in [13].

Matiussi highlights the importance of the mimetic ideas for numerical methods in [14], [15], not-
ing that numerical methods benefit from identifying the inherently discrete topological equations
and that incorrectly identifying the geometric objects associated to physical fields can cause poor
performance. Applications of this geometric approach are plenty. See for example [16] for an appli-
cation to Euler fluids and [17], [18] for electromagnetism. Vital to this thesis were the applications
to Stokes flow in [19], [20], with a priori error analysis done in [21], and to Navier-Stokes in [1], [8].
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The ideas are also applied to the 2.5D Hall MHD equations in [22].

A review of methods with discrete conservation properties can be found in [23], and a broad
overview of the relevant theory for mimetic methods is given in [24], specifically Chapters 4 to 7.

Mimetic spectral element methods often use B-spline basis functions to represent discrete fields,
as this allows for exact representation of a large class of physical domains. These methods are often
filed under the name isogeometric analysis, and were first introduced by [25]. In [26]–[30] these
ideas were analyzed further.

After discretization of the Navier-Stokes equations in a mimetic spectral element method, we
will encounter saddle point problems. Broadly speaking, there are two types of methods for solving
saddle point problems. Numerical methods can either avoid the Ladyzhenskaya–Babuska–Brezzi
(LBB) condition, or satisfy it. Mimetic methods aim to satisfy it by having the discrete problem
adhere to the de Rham complex. As such, the de Rham complex is crucial to obtaining a stable
method. This de Rham complex highlights how different Sobolev spaces relate to each other via
differential operators.

The structure encoded in the de Rham complex is also the structure that leads to the afore-
mentioned conservation of kinetic energy, helicity (in 3D) and enstrophy (in 2D). By constructing
a numerical method that adheres to a discrete de Rham complex, the door is opened for provable
discrete conservation laws.

Energy conservation is property of many numerical methods for the Navier-Stokes equations,
as it tend to produce to stable methods. Helicity conservation is a topic of more recent research.
Work on developing methods with helicity conservation properties started with [31] for problems
on periodic domains and with [32] for axisymmetric problems. The work of [31] is extended in [33]
and [34], culminating in the work of [35]. Although these methods show promising conservation
properties for both energy and helicity, they do not exactly conserve mass. In [29] isogeometric
techniques are applied to the unsteady Navier-Stokes equations, which results in pointwise mass
conservation. Furthermore, discrete balance laws are derived for, among other quantities, helicity
on periodic domains. This helicity balance law does rely on theoretically obtained values for the
vorticity however. Most recently, [1] presented a scheme utilizing mimitic discretizations which
shows helicity conservation on periodic domains. Additionally, it also shows exact mass conservation
and energy conservation, and efficiently handles the nonlinearity using a leapfrog scheme.

In this thesis, the work of [1] is extended to Dirichlet boundary conditions. Expressions are
derived for the conservation properties of the method and numerical results on convergence and
conservation properties are presented. We find that the method produces a pointwise divergence
free velocity field, and allows for exact helicity and energy conservation.

In problems where energy is not conserved by the Navier-Stokes equations, we find that the
energy dissipation of the scheme matches that of the continuous problem, so long as there is no
inflow into the domain. For problem with inflow, an additional contribution to the energy dissi-
pation is noted on every other time step. Similarly, in problem where helicity is not conserved,
we find that that the helicity dissipation of the scheme matches the continuous rate so long as the
normal component of the vorticity is zero at the boundary, i.e. it is holds in the case of an ideal
fluid vortex. When this does not hold we note an additional contribution to the helicity dissipation
at all time steps.
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In Section 2 the Navier-Stokes equations are presented and some their conservation properties
are highlighted. In Section 3 the de Rham complex is introduced and the connection between
physical fields and geometric objects is touched upon. Section 4 employs this de Rham complex
to setup a dual field weak form of the Navier-Stokes equations, this weak form is consistent with
the de Rham complex. Discrete function spaces and their basis functions to spatially discretize the
weak form are introduces in 5. In the construction of the discrete spaces and their basis functions,
it is ensured that they constitute a discrete de Rham complex, that mimics the continuous de Rham
complex of Section 3. With all structures in place, Section 6 present the fully discrete problem, and
notably the handling of Dirichlet boundary conditions is discussed. Numerical results regarding
temporal and spatial convergence orders and conservation properties obtained with this discrete
problem are presented in Section 7. Finally, in Section 8 conclusions are drawn regarding the
performance of the numerical method.
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2 Continuous conservation properties

Viscous incompressible fluid flowkinetic is governed by the Navier-Stokes equations, a set of conser-
vation laws for mass and momentum involving velocity u⃗ and pressure p and a source function f⃗ .
We consider the equations for a fluid with constant density. As a basis for the numerical scheme, we
use the equations in rotational and dimensionless form. Here we employ and introduce a vorticity
field ω⃗. Given a domain Ω, initial condition u⃗

∣∣
t=0

= u⃗0 and suitable boundary conditions on ∂Ω,
the equations are given by: 

ω⃗ − curl u⃗ = 0,

∂u⃗

∂t
+ ω⃗ × u⃗+ ν curl ω⃗ + grad p = f⃗ ,

div u⃗ = 0.

(2.1a)

(2.1b)

(2.1c)

At this stage, we will not specify a concrete domain, initial conditions or source function, to make
the presentation general. Where necessary, we will specify the conditions under which a result is
valid.

Some notable quantities of interest are mass, helicity H, kinetic energy K and enstrophy E ,
given by:

H := (u⃗, ω⃗), (2.2)

K :=
1

2
(u⃗, u⃗), (2.3)

E :=
1

2
(ω⃗, ω⃗), (2.4)

where (·, ·) indicates the L2 inner product over Ω:

(⃗a, b⃗) :=

∫
Ω

a⃗ · b⃗ dΩ. (2.5)

In the inviscid limit (ν → 0), with a conservative source function (f⃗ = grad ϕ) and in the absence
of boundary contributions, such as on a periodic domain or on an infinite domain with vanishing
velocities, the Navier-Stokes equations conserve conserve mass, kinetic energy, helicity and enstro-
phy (in 2D). As mentioned in the introduction, the conservation of these quantities lead to energy
and helicity cascades crucial to turbulence modeling [2]–[7].

The mass conservation for a fluid with constant density is immediate from the divergence free
constraint. We will derive the expressions for the time rate of change of helicity, kinetic energy
and enstrophy, and we will show that these quantities are conserved in the inviscid limit (ν → 0),

for conservative source function (f⃗ = grad ϕ) and in the absence of boundary contributions. The
absence of boundary contributions can be a result of for example considering a periodic domain
or of assuming all relevant fields and their derivatives go to zero at the boundary. To this end let
us first present the key mathematical structures that lead to these conservation properties. In the
discretization of the equations, we aim to satisfy these key structures. This allows the numerical
method we will construct to exhibit some of the same conservation properties as the Navier-Stokes
equations.
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2.1 Vector calculus identities

Two vector calculus properties will be key in the derivation below. First the triple product, for any
vector fields a⃗, b⃗, c⃗, it holds that:

(⃗a× b⃗, c⃗) = (c⃗× a⃗, b⃗) = (⃗b× c⃗, a⃗). (2.6)

When a = c, we know a× c = a× a = 0, and so we arrive at the orthogonality identity:

(⃗a× b⃗, a⃗) = 0. (2.7)

Second, we make use of the derivative identities, for any scalar field a and vector field b⃗, we have

curl grad a = 0 and div curl b⃗ = 0. (2.8)

These identities will be captured by the exact de Rham complex that is introduced in Section 3.
The discrete setting that will be introduced afterwards must allow for the same identities such
conservation properties can be proven for the discrete problem as well.

2.2 Helicity conservation

First, we write out the time derivative of the inner product:

dH
dt

=
d

dt
(u⃗, ω⃗) (2.9a)

= (
∂u⃗

∂t
, ω⃗) + (u⃗,

∂ω⃗

∂t
). (2.9b)

Using the definition of vorticity ω⃗ = curl u⃗, (2.1a), this is equal to

dH
dt

= (
∂u⃗

∂t
, ω⃗) + (u⃗, curl

∂u⃗

∂t
). (2.9c)

Now we can use the evolution equation (2.1b) to expand
∂u⃗

∂t
to find

dH
dt

= (
∂u⃗

∂t
, ω⃗) + (u⃗, curl

∂u⃗

∂t
) (2.9d)

= −(ω⃗ × u⃗, ω⃗)− ν(curl ω⃗, ω⃗)− (grad p, ω⃗) + (f⃗ , ω⃗)

− (u⃗, curl (ω⃗ × u⃗))− ν(u⃗, curl curl ω⃗)− (u⃗, curl grad p) + (u⃗, curl f⃗).
(2.9e)

Using (2.7) allows us to cancel (ω⃗ × u⃗, ω⃗), and (2.8) allows us to cancel (u⃗, curl grad p), giving

dH
dt

= −ν
(
(curl ω⃗, ω⃗) + (u⃗, curl curl ω⃗)

)
− (grad p, ω⃗) + (f⃗ , ω⃗)− (u⃗, curl (ω⃗ × u⃗)) + (u⃗, curl f).

(2.9f)

Integration by parts on (grad p, ω⃗) and (u⃗, curl (ω⃗ × u⃗)) results in

dH
dt

= −ν
(
(curl ω⃗, ω⃗) + (u⃗, curl curl ω⃗)

)
+ (p, div ω⃗) + (f⃗ , ω⃗)− (curl u⃗, ω⃗ × u⃗) + (u⃗, curl f)

+

∫
∂Ω

u⃗× (ω⃗ × u⃗) · d∂Ω−
∫
∂Ω

p(ω⃗ · n) d∂Ω.

(2.9g)
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Now we can use the definition of vorticity ω⃗ = curl u⃗, combined with (2.7) and (2.8) to cancel
(curl u⃗, ω⃗ × u⃗) and (p, div ω⃗) = (p, div curl ω⃗), giving

dH
dt

= −ν
(
(curl ω⃗, ω⃗) + (u⃗, curl curl ω⃗)

)
+ (f⃗ , ω⃗) + (u⃗, curl f⃗)

+

∫
∂Ω

u⃗× (ω⃗ × u⃗) · d∂Ω−
∫
∂Ω

p(ω⃗ · n) d∂Ω.
(2.9h)

Finally, we will use integration by parts on (f⃗ , ω⃗) = (f⃗ , curl u⃗) to obtain

dH
dt

= −ν
(
(curl ω⃗, ω⃗) + (u⃗, curl curl ω⃗)

)
+ 2(u⃗, curl f⃗)−

∫
∂Ω

f⃗ × u⃗ · d∂Ω

+

∫
∂Ω

u⃗× (ω⃗ × u⃗) · d∂Ω−
∫
∂Ω

p(ω⃗ · n) d∂Ω.
(2.9i)

Consider this expression in the absence of boundary contributions and in the inviscid limit
(ν → 0). Under these conditions it holds that

dH
dt

= 2(u⃗, curl f⃗). (2.10)

When we additionally consider a conservative source function f⃗ = grad ϕ we can conclude

dH
dt

= 2(u⃗, curl grad ϕ)
(2.8)
= 0. (2.11)

Remark (Helicity conservation in 2D).
The two dimensional setting can be viewed as a reduction of the three dimensional setting with

u⃗ =

u⃗1

u⃗2

0

 and ω⃗ =

 0
0
ω⃗3

 . (2.12)

(2.13)

This way helicity is trivially zero as

u⃗ · ω⃗ =

u⃗1

u⃗2

0

 ·

 0
0
ω⃗3

 = 0. (2.14)

2.3 Kinetic energy conservation

Expanding the time derivative in the inner product similarly to the helicity case we find

dK
dt

= (
∂u⃗

∂t
, u⃗) (2.15a)

= −(ω⃗ × u⃗, u⃗)− ν (curl ω⃗, u⃗)− (grad p, u⃗) + (f⃗ , u⃗). (2.15b)

Using (2.7) to cancel (ω⃗ × u⃗, u⃗) and integration by parts on (grad p, u⃗) now gives

dK
dt

= −ν (curl ω⃗, u⃗) + (p, div u⃗) + (f⃗ , u⃗)−
∫
∂Ω

p(u⃗ · n) d∂Ω. (2.15c)
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As u⃗ is divergence free by (2.1c) this becomes:

dK
dt

= −ν (curl ω⃗, u⃗) + (f⃗ , u⃗)−
∫
∂Ω

p(u⃗ · n) d∂Ω. (2.15d)

In the inviscid limit and in the absence of boundary contributions terms this becomes

dK
dt

= (f⃗ , u⃗). (2.16)

With a conservative source function f⃗ = grad ϕ, we can identically use f⃗ ≡ 0 and set p̃ = p− ϕ
and set f⃗ = 0. With these requirements in place we can conclude

dK
dt

= 0. (2.17)

It it also worth noting that, in the absence of boundary contributions with a conservative source
functions f⃗ , but for viscous flow, we find

dK
dt

= −ν (curl ω⃗, u⃗) (2.18a)

= −ν (ω⃗, ω⃗) (2.18b)

= 2νE . (2.18c)

2.4 Enstrophy conservation

Enstrophy is only conserved by the two dimensional Navier-Stokes equations. In two dimensions,
there are two types of curl operator. One applies to scalar fields, written as rot, and another applies
to vector fields, written as curl. These operators are defined as

rot f⃗(x, y) :=
∂f⃗2
∂x

− ∂f⃗1
∂y

, (2.19)

and

curl f(x, y) :=

[
∂f

∂y
, −∂f

∂x

]⊤
. (2.20)

Using these operators the two dimensional Navier-Stokes equations are given as
ω − rot u⃗ = 0,

∂u⃗

∂t
+ ω × u⃗+ ν curl ω + grad p = f⃗ ,

div u⃗ = 0.

(2.21a)

(2.21b)

(2.21c)

The derivative identities (2.8) also apply in two dimensions using the rot and curl operator. For
any scalar field a and vector field b, we have

curl grad a = 0 and div rot b⃗. (2.22)
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Using the two dimensional Navier-Stokes equations and the derivative identities we will show en-
strophy conservation in the absence of boundary contributions, in the inviscid limit and with con-
servative source function.

Again, writing out the time derivative of the inner product and using the definition of vorticity
(2.21a) we find:

dE
dt

= (
∂w

∂t
, w) (2.23a)

= (rot
∂u⃗

∂t
, w) (2.23b)

= −(rot (w × u⃗), w)− ν (rot curl w, w)− (rot grad p, w) + (rot f⃗ , w). (2.23c)

Using (2.22) we can cancel (rot grad p, w) to obtain

dE
dt

= −(rot (w × u⃗), w)− ν (rot curl w, w) + (rot f⃗ , w). (2.23d)

To derive an expression for (rot (w × u⃗), w), consider the following:

rot (w × u⃗) = rot

[
−wu⃗2

wu⃗1

]
(2.24a)

=
∂wu⃗1

dx
+

∂wu⃗2

dy
(2.24b)

= div (wu⃗) (2.24c)

= u⃗ · grad w + w div u⃗ (2.24d)

(2.21c)
= u⃗ · grad w. (2.24e)

Now we combine (2.24c) and (2.24e) to find

2 rot (w × u⃗) = u⃗ · grad w + div (wu⃗). (2.24f)

This expression can now be used in (rot (w × u⃗), w) to derive

(rot (w × u⃗), w) =
1

2
(u⃗ · grad w, w) +

1

2
(div(wu⃗), w). (2.25a)

Using the definition of the inner product (2.5), the fields in the first inner product can be reordered
to find

(rot (w × u⃗), w) =
1

2
(grad w, wu⃗) +

1

2
(div (wu⃗), w). (2.25b)

Now integration by parts on the first term yields:

= −1

2
(w, div(wu⃗)) +

1

2
(div (wu⃗), w) +

∫
∂Ω

w2u⃗ · d∂Ω (2.25c)

=

∫
∂Ω

w2u⃗ · d∂Ω. (2.25d)
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Using this result in (2.23d) gives:

dE
dt

= −
∫
∂Ω

w2u⃗ · d∂Ω− ν (rot curl w, w) + (rot f⃗ , w). (2.26)

Again, we see that in the inviscid limit, in the absence of boundary contributions and with conser-
vative source function this results in conservation of enstrophy i.e.

dE
dt

= 0. (2.27)

It is worth noting that the derivation in (2.24) only holds in two dimensions, in three dimensions
the Navier-Stokes equations do not conserve enstrophy. This result has large consequences for
turbulent flows. In three dimensions there is one energy cascade from large to small scales, but in
two dimensions there is also an inverse energy cascade from small to large scales possible as a result
of enstrophy conservation [3].
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3 The fundamental theorems and the de Rham complex

We aim to construct a numerical method for solving the incompressible Navier-Stokes equations
that mimics the continuous problem in the sense that we have exact adherence to some of the
continuous conservation properties. As noted in the previous section, the derivative identities (2.8)
and (2.22) played a key role in deriving the continuous conservation properties. These identities are
present when the function spaces used to represent the fields constitute an exact de Rham complex.
Therefore, in this section we will introduce the function spaces used to represent the fields in the
Navier-Stokes equation, and the introduce the de Rham complex in both two and three dimensions.

3.1 Three dimensional setting

In standard three dimensional vector calculus, there are three fundamental theorems linking inte-
grals over geometric objects, to the integrals over the boundary of those geometric objects. These
are the fundamental theorem of calculus, Stokes’ theorem, and Gauss’s divergence theorem. Given
a path γ : [a, b] → Rn, surface S and a volume V, the theorems state∫

γ

grad p · dγ = p(γ(b))− p(γ(a)), (3.1a)∫
S
curl v⃗ × n · dS =

∫
∂S

v⃗ · dγ, (3.1b)∫
V
div s⃗ · dV =

∫
∂V

s⃗ · n dS. (3.1c)

These theorems show that div s⃗ is related to volumes, s⃗ and curl v⃗ are related to surfaces, v⃗
and grad p are related to lines, or paths, and p itself is related to points. These differences between
fields, that is, the type of geometric objects they are to be integrated over, are not usually clear
in vector calculus, only the difference between a vector field and a scalar field is directly apparent.
However, In the same way one should not add a scalar to a vector, one should not add fields with a
different geometrical association. This is particularly relevant at the discrete level, where members
of different function spaces will have different types of basis functions.

The div, grad, and curl operators also relate certain Sobolev spaces that are of interest for
constructing weak forms. These function spaces are the spaces where fields are defined, and certain
differential operators applied to those fields, have a meaning:

L2(Ω) := {f :

(∫
Ω

f · f dΩ

)1/2

< ∞}, (3.2a)

H(div, Ω) := {f⃗ : f⃗ ∈ L2(Ω) ∧ div f⃗ ∈ L2(Ω)}, (3.2b)

H(curl, Ω) := {f⃗ : f⃗ ∈ L2(Ω) ∧ curl f⃗ ∈ L2(Ω)}, (3.2c)

H1(Ω) := {f : f ∈ L2(Ω) ∧ grad f ∈ L2(Ω)}. (3.2d)

Note how only a single differential operator is defined on each space, other differential operators do
not have a sensible meaning.
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It should be noted that many of the fields we will encounter in this thesis are time dependent,
consider for example u⃗ : Ω× [0, tend] → Rn, when we write

u⃗ ∈ H(div), (3.3)

it is implied that

u⃗|t=z ∈ H(div) for each z ∈ [0, tend]. (3.4)

The domain Ω will be left out when referencing these function spaces, in this thesis we will always
work with Lipschitz and simply connected domains. The de Rham complex is what highlights the
relations between these function spaces. In a 3-dimensional setting it is given by

H1 grad−−−→ H(curl)
curl−−→ H(div)

div−−→ L2. (3.5)

This complex describes how the div, grad, and curl operators relate the function spaces to each
other. We write N (·) for the null space of (·). The complex implies:

f ∈ H1 =⇒ grad f ∈ N (curl) ⊂ H(curl), (3.6a)

f⃗ ∈ H(curl) =⇒ curl f⃗ ∈ N (div) ⊂ H(div), (3.6b)

f⃗ ∈ H(div) =⇒ div f⃗ ∈ L2. (3.6c)

By these implications, the complex encodes the identities (2.8). Recall how these identities, i.e. the
exactness of the complex, were crucial to showing the conservation properties of the Navier-Stokes
equations. The discrete function spaces we will construct should also constitute an exact de Rham
complex if we aim to adhere to these conservation properties.

When constructing a weak form for the Navier-Stokes equations, it is not possible to choose
spaces in such a way that each differential operator can be directly applied. In such cases we apply
the operators weakly using integration by parts. The weakly applied, or adjoint, operators are
defined by integration by parts as:

For b ∈ L2

(⃗a, grad∗ b) :=

∫
∂Ω

b(⃗a · n) d∂Ω− (div a⃗, b) ∀ a⃗ ∈ H(div), (3.7a)

for b⃗ ∈ H(div)

(⃗a, curl∗ b⃗) :=

∫
∂Ω

b⃗× a⃗ · d∂Ω + (curl a⃗, b⃗) ∀ a⃗ ∈ H(curl), (3.7b)

for b⃗ ∈ H(curl)

(a, div∗ b⃗) :=

∫
∂Ω

a(⃗b · n) d∂Ω− (grad a, b⃗) ∀ a ∈ H1. (3.7c)
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Observe how when div is an operator from H(div) to L2, grad∗ is an operator from L2 to H(div).
Similarly, curl∗ is an operator from H(div) to H(curl) and div∗ is an operator from H(curl) to H1.
As such, the adjoint operators can be included in the de Rham complex (3.5) as follows:

H1 H(curl) H(div) L2
grad curl

div∗

div

curl∗ grad∗
. (3.8)

This complex will be used to construct weak forms that adhere to it, in the sense where each
differential operator is defined on the space it acts on.

We will see that equations that can be formulated according to the de Rham complex without
utilizing the weakly applied operators can be satisfied exactly. Weakly applied operators introduce
a metric dependency, which will inevitably lead to approximation errors. In differential geometry,
this is made apparent from the usage of the Hodge-⋆ operator in the adjoint differential operators.
For more on the Hodge-⋆ see [36], [37], in [13] it is discussed within the context of mimetic methods,
and in [19] it is discussed within the more specific context of a divergence free Stokes flow solution.

3.2 Two dimensional setting

In a 2-dimensional setting we do not have the usual Gauss’s divergence theorem, but instead we
have ∫

S
div l⃗ · dS =

∫
∂S

l⃗ · n dγ, (3.9)

Furthermore, as noted earlier, the role of the curl operator in three dimensions is split into two
operators in two dimensions. This then gives two instances of Stokes’ theorem. One with the rot
operator, which is similar to (3.1b), given by:∫

S
rot l⃗ · dS =

∫
∂S

l⃗ · dγ, (3.10)

and one with the curl operator, with γ : [a, b] → R2, given by :

∫
γ

curl p · n dγ =

∫ b

a

 ∂p(γ(t))

∂y

−∂p(γ(t))

∂x

 ·

 ∂γ(t)

∂y

−∂γ(t)

∂x

 dγ (3.11a)

=

∫ b

a

∂p(γ(t))∂x
∂p(γ(t))

∂y

 ·

∂γ(t)∂x
∂γ(t)

∂y

 dγ (3.11b)

=

∫
γ

grad p · dγ (3.11c)

= p(γ(b))− p(γ(a)). (3.11d)

When we define

H(rot) := {f⃗ : f⃗ ∈ L2(Ω) ∧ rot f⃗ ∈ L2(Ω)}, (3.12)
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we can construct two exact exact Rham complexes in 2D, either

H1 curl−−→ H(div)
div−−→ L2, (3.13)

or

H1 grad−−−→ H(rot)
rot−−→ L2. (3.14)

These complexes imply respectively

f ∈ H1 =⇒ curl f ∈ N (div) ⊂ H(div), (3.15a)

f⃗ ∈ H(div) =⇒ div f⃗ ∈ L2, (3.15b)

and

f ∈ H1 =⇒ grad f ∈ N (rot) ⊂ H(rot), (3.15c)

f⃗ ∈ H(rot) =⇒ rot f⃗ ∈ L2. (3.15d)

Again, we can extend these complexes with weakly applied, adjoint operators. In 2D these are
defined by integration by parts as:

For b ∈ L2

(⃗a, grad∗ b) :=

∫
∂Ω

b(⃗a · n) d∂Ω − (div a⃗, b) ∀ a⃗ ∈ H(div), (3.16a)

for b⃗ ∈ H(div)

(a, rot∗ b⃗) :=

∫
∂Ω

[
b⃗2

−b⃗1

]
a · d∂Ω+ (curl a, b⃗) ∀ a ∈ H1, (3.16b)

for b⃗ ∈ L2

(⃗a, curl∗ b) :=

∫
∂Ω

[
−a⃗2
a⃗1

]
b · d∂Ω + (rot a⃗, b) ∀ a⃗ ∈ H(rot), (3.16c)

for b⃗ ∈ H(curl)

(a, div∗ b⃗) :=

∫
∂Ω

a(⃗b · n) d∂Ω − (grad a, b⃗) ∀ a ∈ H1. (3.16d)

Using these adjoint operators, the complexes (3.13) and (3.14) respectively become

H1 H(div) L2
curl div

rot∗ grad∗
, (3.17)

and

H1 H(rot) L2
grad rot

div∗ curl∗
. (3.18)

Again, weak forms will be constructed that adhere to these complexes.
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4 Weak forms

There are two separate ways in which to construct weak forms for the Navier-Stokes equations that
adhere to the de Rham complexes. As in [1], these two weak forms will be combined to form a
dual-field weak form, where each field in the strong form of the Navier-Stokes equations is sought
after by two separate fields, in different function spaces, in the weak form. This will allow for
efficient handling of the nonlinearity when combined with a leap-frog time stepping scheme, as well
as allow for conservation of helicity.

4.1 Three dimensional weak forms

Recall that the three dimensional Navier-Stokes equations are given by
ω⃗ − curl u⃗ = 0,

∂u⃗

∂t
+ ω⃗ × u⃗+ ν curl ω⃗ + grad p = f⃗ ,

div u⃗ = 0,

(4.1a)

(4.1b)

(4.1c)

and that the three dimensional de Rham complex is given by

H1 H(curl) H(div) L2
grad curl

div∗

div

curl∗ grad∗
. (4.2)

Consider first the divergence free constraint (4.1c) on its own. Note that we can either set
u⃗ ∈ H(div) and apply div strongly,

div u⃗ = 0, (4.3)

or we can chose to set u⃗ ∈ H(curl) and apply div weakly.

div∗ u⃗ = 0. (4.4)

The first option would lead to the weak form:
Find u⃗ ∈ H(div) such that

(q, div u⃗) = 0 ∀ q ∈ L2. (4.5)

The second option would lead to the weak form:
Find u⃗ ∈ H(curl) such that

(grad q, u⃗) =

∫
∂Ω

q(u⃗ · n) d∂Ω ∀ q ∈ L2. (4.6)

Each choice will lead to a valid weak form. As mentioned earlier, these two weak forms will
be combined later. For now let us continue with u⃗ ∈ H(div). We will call this the divergence
conforming weak form.
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4.1.1 Divergence conforming weak form

Now that we have identified u⃗ ∈ H(div), we can consider the vorticity defining equation (4.1a),
where the curl operator is applied to u⃗. Now we see that we cannot apply curl directly to u⃗ and
expect a weakly finite result, as such we apply it weakly:

ω⃗ − curl∗u⃗ = 0. (4.7)

Since curl∗ : H(div) → H(curl), and we should not add fields of different function spaces, this gives
ω⃗ ∈ H(curl).

Now, consider the evolution equation (4.1b). We find we can directly apply curl to ω⃗ and so
curl ω⃗ ∈ H(div). To avoid adding fields of different spaces this forces us to apply grad weakly as
grad∗ and to set p ∈ L2.

For now we leave open the space of the vorticity in the nonlinear term, this will be discussed
later in Section 4.2. Furthermore, for d ∈ {div, grad, curl} we write the boundary terms resulting
from a weakly applied operator d∗ as Bd(·, ·) to avoid clutter.

The divergence conforming weak form is now given by:
Find {ω⃗1 ∈ H(curl), u⃗2 ∈ H(div), p3 ∈ L2}1 such that

(τ⃗1, ω⃗1)− (curl τ⃗1, u⃗2) = −Bcurl(τ⃗1, u⃗2) ∀ τ⃗1 ∈ H(curl),

(v⃗2,
∂u⃗2

∂t
) + (v⃗2, ω⃗ × u⃗2)

+ν (v⃗2, curl ω⃗1)− (div v⃗2, p3) = (v⃗2, f⃗)−Bgrad(v⃗2, p3) ∀ v⃗2 ∈ H(div),

(q3, div u⃗2) = 0 ∀ q3 ∈ L2.

(4.8a)

(4.8b)

(4.8c)

4.1.2 Curl conforming weak form

The second weak form comes from the choice to set u⃗ ∈ H(curl). From u⃗ ∈ H(curl) we note that
the div operator in (4.1c) has to be applied weakly as div∗, while in (4.1a) the curl can be applied
directly to u⃗, this gives ω⃗ ∈ H(div).

In the evolution equation (4.1b) we now see that ν curl ω⃗ cannot be computed and that we
must use ν curl∗ω⃗, while grad p needs not be changed. This results in the following weak form:
Find {ω⃗2 ∈ H(div), u⃗1 ∈ H(curl), p0 ∈ H1} such that

(τ⃗2, ω⃗2)− (τ⃗2, curl u⃗1) = 0 ∀ τ⃗2 ∈ H(div),

(v⃗1,
∂u⃗1

∂t
) + (v⃗1, ω⃗ × u⃗1)

+ν (curl v⃗1, ω⃗2) + (v⃗1, grad p0) = (v⃗1, f⃗) + νBcurl(v⃗1, ω⃗2) ∀ v⃗1 ∈ H(curl),

(grad q0, u⃗1) = Bdiv(q0, u⃗1) ∀ q0 ∈ H1.

(4.9a)

(4.9b)

(4.9c)

This weak form will be referred to as the curl conforming weak form, as the curl of the velocity
field can be applied directly.

1The subscripts we use here are inspired by the differential forms the fields correspond to. In terms of vector
calculus, a subscript 0 indicates member of H1, 1 a member of H(curl), 2 a member of H(div) and 3 a member of
L2.
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4.2 Three dimensional dual-field weak form

The function space of the vorticity in the nonlinear term has been purposefully left out in the above
weak forms. In order to efficiently handle the nonlinear term in the numerical method, we will use
a leap-frog time stepping scheme where the vorticity computed via one of the weak forms, will be
used to linearize the nonlinear term in the other weak form. As such, the space of vorticity in a
nonlinear term must match the space of vorticity in the other weak form. Combined, this gives the
following dual-field weak form:
Find {ω⃗1 ∈ H(curl), u⃗2 ∈ H(div), p3 ∈ L2, ω⃗2 ∈ H(div), u⃗1 ∈ H(curl), p0 ∈ H1} such that

(τ⃗1, ω⃗1)− (curl τ⃗1, u⃗2) = −Bcurl(τ⃗1, u⃗2) ∀ τ⃗1 ∈ H(curl),

(v⃗2,
∂u⃗2

∂t
) + (v⃗2, ω⃗2 × u⃗2)

+ν (v⃗2, curl ω⃗1)− (div v⃗2, p3) = (v⃗2, f⃗)−Bgrad(v⃗2, p3) ∀ v⃗2 ∈ H(div),

(q3, div u⃗2) = 0 ∀ q3 ∈ L2,

(τ⃗2, ω⃗2)− (τ⃗2, curl u⃗1) = 0 ∀ τ⃗2 ∈ H(div),

(v⃗1,
∂u⃗1

∂t
) + (v⃗1, ω⃗1 × u⃗1)

+ν (curl v⃗1, ω⃗2) + (v⃗1, grad p0) = (v⃗1, f⃗) + νBcurl(v⃗1, ω⃗2) ∀ v⃗1 ∈ H(curl),

(grad q0, u⃗1) = Bdiv(q0, u⃗1) ∀ q0 ∈ H1.

(4.10a)

(4.10b)

(4.10c)

(4.10d)

(4.10e)

(4.10f)

We will not investigate the well posedness of the nonlinear weak forms. While we might not
be able to show the nonlinear terms to be finite, this will be the case once we introduce discrete
function spaces.

Remark (Helicity).
In order to prove helicity conservation of the numerical method, the integral (ω⃗, u⃗) has to be
obtainable in the discrete problem. When considering the divergence and curl conforming weak
forms separately as in Section 4.1, such a statement would not be obtainable, as the sought after
velocity and vorticity fields are in different function spaces.

In the dual-field weak form, however, we have expression for helicity either as (ω⃗2, u⃗2) or
(ω⃗1, u⃗1). This connection between the two different weak forms to form an obtainable expression
for helicity was the direct motivation in [1] to introduce the dual-field approach which this thesis
will employ as well.

4.3 Two dimensional weak forms

As noted earlier, the 2D Navier-Stokes equations are given by
ω − rot u⃗ = 0,

∂u⃗

∂t
.+ ω × u⃗+ ν curl ω + grad p = f⃗ ,

div u⃗ = 0,

(4.11a)

(4.11b)

(4.11c)
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and the 2D de Rham complexes are given by

H1 H(div) L2
curl div

rot∗ grad∗
, (4.12)

and

H1 H(rot) L2
grad rot

div∗ curl∗
. (4.13)

We again find that we can construct two weak forms, one starting from u⃗ ∈ H(div), the divergence
conforming weak form, and one starting from u⃗ ∈ H(rot), the curl conforming weak form.

4.3.1 Divergence conforming weak form

We set u⃗ ∈ H(div) and directly see that the rot operator has to be applied weakly in (4.11a), as
rot∗ : H(div) → H1 we also identify ω ∈ H1. Now from the evolution equation (4.11b) we see
that curl can be directly applied to ω. Since curl : H1 → H(div), we must have apply the gradient
operator weakly as grad∗ p ∈ H(div). Again for now omitting the space of the vorticity in the
nonlinear term, this results in the following weak form:
Find {u⃗1 ∈ H(div), ω0 ∈ H1, p2 ∈ L2}2 such that

(τ0, ω0)− (curl0 τ0, u⃗1) = −Bcurl(τ0, u⃗1) ∀ τ0 ∈ H1,

(v⃗1,
∂u⃗1

∂t
) + (v⃗1, ω × u⃗1)

+ν (v⃗1, curl ω0)− (grad v⃗1, p2) = (v⃗1, f⃗)−Bgrad(v⃗1, p2) ∀ v1 ∈ H(div),

(q2, div u⃗1) = 0 ∀ q2 ∈ L2.

(4.14a)

(4.14b)

(4.14c)

4.3.2 Curl conforming weak form

When we start with u⃗ ∈ H(rot) we find that the div in (4.11c) needs to weakly applied, while rot u
can be computed as is. (4.11a) now shows that ω ∈ L2. In (4.11b) we now see that the curl needs
to be weakly applied and that we can set p ∈ H1 and apply grad directly. The second, curl (rot)
conforming, weak form is now given by:
Find {u⃗1 ∈ H(rot), ω2 ∈ L2, p0 ∈ H1} such that

(τ2, ω2)− (τ2, rot u⃗1) = 0 ∀ v⃗1 ∈ H(rot),

(v⃗1,
∂u⃗1

∂t
) + (v⃗1, ω × u⃗1)

+ν (rot v⃗1, ω2) + (v⃗1, grad p0) = (v⃗1, f⃗)− νBcurl(v⃗1, ω) ∀ τ2 ∈ L2,

(grad q0, u⃗1) = Bdiv(q0, u⃗1) ∀ q0 ∈ H1.

(4.15a)

(4.15b)

(4.15c)
2The subscripts we use here are again inspired by the differential forms the fields correspond to. The associated

function spaces are slightly different in 2D. A subscript 0 indicates member of H1, 1 a member of H(div) or H(rot)
depending on the used de Rham complex and 2 a member of L2.
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4.4 Two dimensional dual-field weak form

The same motivation as in the three dimensional case applies. The 2D dual-field weak form is given
by:
Find {u⃗1 ∈ H(div), ω0 ∈ H1, p2 ∈ L2, u⃗1 ∈ H(rot), ω2 ∈ L2, p0 ∈ H1} such that

(τ0, ω0)− (curl0 τ0, u⃗1) = −Bcurl(τ0, u⃗1) ∀ τ0 ∈ H1,

(v⃗1,
∂u⃗1

∂t
) + (v⃗1, ω2 × u⃗1)

+ν (v⃗1, curl ω0)− (grad v⃗1, p2) = (v⃗1, f⃗)−Bgrad(v⃗1, p2) ∀ v1 ∈ H(div),

(q2, div u⃗1) = 0 ∀ q2 ∈ L2,

(τ2, ω2)− (τ2, rot u⃗1) = 0 ∀ v⃗1 ∈ H(rot),

(v⃗1,
∂u⃗1

∂t
) + (v⃗1, ω0 × u⃗1)

+ν (rot v⃗1, ω2) + (v⃗1, grad p0) = (v⃗1, f⃗)− νBcurl(v⃗1, ω) ∀ τ2 ∈ L2,

(grad q0, u⃗1) = Bdiv(q0, u⃗1) ∀ q0 ∈ H1.

(4.16a)

(4.16b)

(4.16c)

(4.16d)

(4.16e)

(4.16f)
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5 Discrete function spaces

In Sections 2 and 3 it was noted that the de Rham complex contains the structure necessary to
prove energy, enstrophy and helicity conservation. To be able to prove conservation properties at
the discrete level, we should start by constructing a de Rham complex of discrete function spaces.
These spaces will then be used to spatially discretize the weak form of Section 4 such that discrete
conservation properties can be proven in Section 6.

In this thesis we chose to work with tensor product B-spline basis functions for the discrete
spaces as the subject matter is connected to isogeometric analysis, where B-splines are used to ex-
actly reproduce geometries designed with CAD software. For usage of B-splines in mimetic methods
and more on isogeometric analysis see [25]–[30]. However, we are only concerned with problems on
rectangular domains in this thesis, and hence we will not discuss pull back operators. We will now
first discuss some properties of B-spline basis functions, and then show how they can be used to
form a discrete de Rham complex.

We will now first describe some relevant properties of B-spline basis functions, then, we will
define basis functions for discrete spaces in a one dimensional de Rham complex. These are then
extended to two and three dimensions using tensor products. Finally we a short discussion on inci-
dence matrices is included, these matrices which will be use as discrete representation of differential
operators.

5.1 B-spline basis functions

For an introduction to B-splines and their basis functions, see [38], [39]. Given a knot vector of non
decreasing knots

Ξ = {ξi}i, ξi ≤ ξi+1, (5.1)

The i’th B-spline basis function or order r, Bi,r, can be generated using the following recursive
relation [38]

Bi,1(x) =

{
1 if x ∈ [ξi, ξi+1)

0 otherwise
(5.2a)

Bi,r(x) =
x− ξi

ξi+r − ξi
Bi,r−1(x)−

x− ξi+r

ξi+r − ξi
Bi+1,r−1(x), (5.2b)

where we use the convention that division by zero yields zero. Note how the B-spline order is
always one more than the polynomial degree. For our purposes, we require an expression for the
derivative of a B-spline basis function. Using Supp(Bi,r) for the size of the support of Bi,r and

B̃i,r :=
(r − 1)

Supp(Bi,r)
Bi,r, (5.3)

we find the general expression for the derivative of a B-spline basis function [38]

d

dx
Bi,r =

(
B̃i−1,r−1 − B̃i,r−1

)
, (5.4)
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where Bi,r and Bi,r−1 are assumed to be generated from the same knot vector.
For open knot vector, that is knot vectors where the first and last knots are repeater r times,

we find that when Bi,r and Bi,r−1 are generated from the same knot vector, that the first and last
basis function of Bi,r are identically zero. To disregard these zero functions, we can instead consider
Bi,r−1 to be generated from from the same knot vector with the first and last knot removed. This
gives

d

dx
Bi,r =


−B̃1,r−1 if i = 1

B̃n−1,r−1 if i = n(
B̃i−1,r−1 − B̃i,r−1

)
otherwise

. (5.5)

B-spline basis functions can also be derived for periodic domains. This is done by considering a
periodic knot vector. Given a regular knot vector Ξ = {ξi}ni=1 ξi ≤ ξx+1, a periodic knot vector
ΞL with period L = ξn − ξ1 can be defined as ΞL = {ξi + kL : K ∈ Z}ni=1, ignoring additional
multiplicities introduced for ξ1 and ξn. From this periodic knot vector B-spline basis functions can
be generated as before. Using this approach, basis functions that are smooth across the periodic
boundary can be obtained.

At first glance, generating basis functions for a periodic knot vector as described above yields
an infinite number of basis functions. However, due to the periodic nature of the knot vector, the
basis functions will eventually repeat themselves, albeit translated. That is, there is some n such
that

Bi,r(x) = Bi+n,r(x+ L). (5.6)

Let f be a periodic function with period L, given as a linear combination of periodic basis functions

f :=
∑
k∈Z

n∑
i=1

f̄i+knBi+kn,r, (5.7)

then we can note that by (5.6) and by the periodicity of f we must have

f̄i+kn = f̄i ∀ k ∈ Z. (5.8)

Now f can be written as

f =

n∑
i=1

f̄i
∑
k∈Z

Bi+kn,r. (5.9)

As we know that the periodic basis functions satisfy (5.6), n subsequent basis functions are sufficient
to represent the whole set. Allowing for some abuse of notation, we can use Bi,r as a representative
of Bi+kn,r ∀ k ∈ Z to write

f =

n∑
i=1

f̄iBi,r. (5.10)

Again, the general expression for the derivative of a B-spline basis function (5.4) holds. In the
case of periodic basis functions, there are no basis functions identically zero and so we can directly
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use this expression. It should be noted, however, that the basis indexing for periodic bases is not
necessarily obvious. Depending on what basis function is considered to be the first, the indices in
(5.4) might shift. In the subsequent sections, we will assume that the indexing is chosen such that
(5.4) holds as is.

With these expressions in place, we can derive basis functions for the discrete spaces.

5.2 One dimensional basis functions

Consider the one dimensional de Rham complex

H1

d

dx−−−→ L2, (5.11)

We aim to construct basis functions for the discrete spaces H1
h ⊂ H1 and L2

h ⊂ L2 that adhere to
a discrete version of this de Rham complex, i.e.

H1
h

d

dx−−−→ L2
h, (5.12)

As we aim to use B-spline basis functions, let us define H1
h to be

H1
h := span{Bi,r}ni=1. (5.13)

In the case of an aperiodic domain these basis functions will be generated from an open knot vector.
This results in interpolating basis functions at the boundary, that is, writing ξ1 and ξm for the first
and last knot,

B1,r(ξ1) = 1 and Bn,r(ξm) = 1, (5.14a)

Bi,r(ξ1) = 0 ∀i ̸= 1 and Bi,r(ξm) = 0 ∀i ̸= n. (5.14b)

This will allow for easy handling of the Dirichlet boundary conditions. In the case of a periodic
domain the basis functions will be generated from a periodic knot vector.

Now we can construct a discrete space L2
h that adheres to (5.12). All that needs to hold for L2

h

is that

f ∈ H1
h =⇒ d

dx
f ∈ L2

h. (5.15)

As noted in the previous subsection, the derivative of a B-spline basis function depends on whether
we consider periodic of aperiodic basis functions. We will first consider aperiodic basis functions
and then consider periodic basis functions.
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5.2.1 Aperiodic basis functions

Now to construct basis function for L2
h, let us first consider f :=

∑n
i=1 f̄iBi,r ∈ H1

h, then

d

dx
f =

n∑
i=1

f̄i
d

dx
Bi,r (5.16a)

(5.5)
= −f̄1B̃1,r−1 +

n−1∑
i=2

f̄i

(
B̃i−1,r−1 − B̃i,r−1

)
+ f̄nB̃n−1,r−1 (5.16b)

=

n−1∑
i=1

(
f̄i+1 − f̄i

)
B̃i,r−1 (5.16c)

∈ span{B̃i,r−1}n−1
i=1 . (5.16d)

Now if we define

L2
h := span{B̃i,r−1}n−1

i=1 , (5.17)

we obtain the implication

f ∈ H1
h =⇒ d

dx
f ∈ L2

h, (5.18)

and so the discrete spaces adhere to a discrete de Rham complex (5.12). In actuality, (5.16b) already
suffices to conclude (5.16d). However, the remaining derivation will help us to express the action

of a differential operator as a linear operation on the DoF’s in Section 5.5. Note that B̃i,r−1 are
generated from the same knot vector as Bi,r but with the first and last knot removed as assumed
by (5.5).

5.2.2 Periodic basis functions

We follow a similar approach as taken for the aperiodic basis functions. Let f be a periodic function
in H1

h, f :=
∑n

i=1 f̄iBi,r ∈ H1
h, then

d

dx
f =

n∑
i=1

f̄i
d

dx
Bi,r (5.19a)

(5.4)
=

n∑
i=1

f̄i

(
B̃i−1,r−1 − B̃i,r−1

)
(5.19b)

=

n∑
i=1

(
f̄i+1 − f̄i

)
B̃i,r−1 (5.19c)

(5.8)
=

n−1∑
i=1

(
f̄i+1 − f̄i

)
B̃i,r−1 +

(
f̄1 − f̄n

)
B̃n,r−1 (5.19d)

∈ span{B̃i,r−1}ni=1. (5.19e)

Now we can again define

L2
h := span{B̃i,r−1}ni=1, (5.20)
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to obtain the implication

f ∈ H1
h =⇒ d

dx
f ∈ L2

h, (5.21)

and so the discrete spaces adhere to a discrete de Rham complex (5.12).

Figures showing the periodic and a periodic basis functions are shown in Figures 1 and 2. We
refer to the basis functions of H1

h as nodal functions, and to the basis functions of L2
h as edge

functions in line with [40].

5.3 Two dimensional basis functions

In two dimensions we find two discrete de Rham complexes

H1
h

curl−−→ Hh(div)
div−−→ L2

h, (5.22)

and

H1
h

grad−−−→ Hh(rot)
rot−−→ L2

h, (5.23)

from the two continuous de Rham complexes (3.13) and (3.14). The difference between these two
complexes will be evident in the basis function of Hh(rot) and Hh(div). Let us first define the
discrete spaces in (5.23).

5.3.1 Basis functions for the Hh(rot) complex

Using tensor products of the one dimensional basis functions, we define the two dimensional spaces
by

H1
h := span{Bi,r ⊗ Bj,r }i,j , (5.24a)

Hh(rot) := span{B̃i,r−1 ⊗ Bj,r }i,j × span{Bi,r ⊗ B̃j,r−1}i,j , (5.24b)

L2
h := span{B̃i,r−1 ⊗ B̃j,r−1}i,j . (5.24c)

The exact ranges of the indices are omitted to allow for a general formulation that fits both periodic
and aperiodic basis functions.
To show these functions constitute a discrete de Rham complex, we must show

f ∈ H1
h =⇒ grad f ∈ Hh(rot) (5.25)

and

f⃗ ∈ Hh(rot) =⇒ rot f⃗ ∈ L2
h. (5.26)

Then, by (2.22), we also must have

f ∈ H1
h =⇒ rot grad f ≡ 0. (5.27)
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(a) Order 3 nodal functions (b) Order 2 edge functions, computed from (a)

(c) Order 4 nodal functions (d) Order 3 edge functions, computed from (c)

Figure 1: Aperiodic nodal functions generated from knot vector Ξ = [0, . . . , 0︸ ︷︷ ︸
rtimes

, 1, 2, 3, . . . , 3︸ ︷︷ ︸
rtimes

]

with associated edge functions.
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(a) Order 3 nodal functions (b) Order 2 edge functions, computed from (a)

(c) Order 4 nodal functions (d) Order 3 edge functions, computed from (c)

Figure 2: Periodic nodal functions generated from a periodic knot vector Ξ3 = [. . . , 0, 1, 2, 3, . . .]
with associated edge functions.
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We no longer treat the aperiodic and periodic basis functions separately. Instead we use the
expressions in (5.16c) and (5.19c), which are identical for both types, in our derivations.

First we show (5.25). Let f =
∑

j

∑
i f̄i,jBi,r(x)Bj,r(y) ∈ Hh(rot). We will show the spaces to

which
∂

∂x
f and

∂

∂y
f belong, these are then combined to form the space of grad f . We find

∂

∂x
f(x, y) =

∂

∂x

∑
j

∑
i

f̄i,jBi,r(x)Bj,r(y) (5.28a)

=
∑
j

(∑
i

f̄i,j
d

dx
Bi,r(x)

)
Bj,r(y) (5.28b)

Now we use (5.16c) in the case of aperiodic basis functions and (5.19c) in the case of periodic basis
functions to, in both cases, obtain

∂

∂x
f(x, y) =

∑
j

(∑
i

(
f̄i+1,j − f̄i,j

)
B̃i,r(x)

)
Bj,r(y) (5.28c)

∈ span{B̃i,r−1 ⊗Bj,r}i,j . (5.28d)

Following a similar derivation for
∂

∂y
f yields

∂

∂y
f(x, y) ∈ span{Bj,r ⊗ B̃i,r−1}i,j , (5.29)

and so

grad f ∈ span{B̃i,r−1 ⊗Bj,r}i,j × span{Bj,r ⊗ B̃i,r−1}i,j = Hh(rot) (5.30)

as required.

Now to show (5.26) let f⃗ := [f⃗1, f⃗2]
⊤ ∈ Hh(rot). We will show the spaces to which

d

dy
f⃗1 and

d

dx
f⃗2

belong, these results are then combined to find the space of rot f⃗ . We find

d

dy
f⃗1(x, y) :=

∑
i

∑
j

f̄1,i,jB̃i,r−1(x)
d

dy
Bj,r−1 (5.31)

=
∑
i

∑
j

f̄1,i,j
d

dy
Bj,r−1

 B̃i,r−1(x). (5.32)

Now we can again use (5.16c) and (5.19c) to find

d

dy
f⃗1(x, y) =

∑
i

∑
j

(
f̄1,i+1,j − f̄1,i,j

)
B̃j,r−1

 B̃i,r−1(x) (5.33)

∈ span{B̃i,r−1 ⊗ B̃j,r−1}i,j . (5.34)
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Following a similar derivation for
d

dx
f⃗2 yields

d

dy
f⃗1(x, y) ∈ span{B̃i,r−1 ⊗ B̃j,r−1}i,j , (5.35)

and so

rot f⃗ ∈ span{B̃i,r−1 ⊗ B̃j,r−1}i,j = L2
h (5.36)

as required.
Having shown (5.25) and (5.26) we conclude that the discrete spaces in (5.24) constitute a de Rham
complex.

5.3.2 Basis functions for the Hh(div) complex

Following similar derivations used above, a suitable definition of discrete spaces of (5.22) can be
found to be

H1
h := span{Bi,r ⊗ Bj,r }i,j , (5.37a)

Hh(div) := span{Bi,r ⊗ B̃j,r−1}i,j × span{−B̃i,r−1 ⊗ Bj,r}i,j , (5.37b)

L2
h := span{B̃i,r−1 ⊗ B̃j,r−1}i,j . (5.37c)

When compared to (5.24), the definitions of H1
h and L2

h are identical. Only the spaces of Hh(rot)
and Hh(div) differ. However, using separate basis functions for Hh(div) and Hh(rot) is not strictly
necessary.

To see this, note how the basis functions of Hh(div) are the basis functions for Hh(rot) but
‘rotated 90 degrees’. When we see u⃗ ∈ Hh(div) not as specifying the tangential direction of a
velocity field as usual, but as specifying the normal direction of the velocity field, its basis functions
become exactly equal to those of Hh(rot), as in two dimensions the normal direction of velocity is
a 90 degree rotation of the tangential direction.

As a consequence, we can use the basis functions of Hh(rot) to represent members of Hh(div),
so long as we remember the ‘rotation’, i.e. so long as we remember that u⃗ ∈ Hh(div) represents
the normal direction of the velocity field, not the usual tangential direction. This simplifies the
bookkeeping and relieves the memory requirements of codes utilizing both Hh(rot) and Hh(div). So
long as the input data and results of a discrete problem are adequately transformed, all computations
can be done using the basis functions presented in (5.24).

By the same logic, there is no need to make a distinction between curl : H1
h → Hh(div) and

grad : H1
h → Hh(rot). Given f ∈ H1

h, we find that

grad f = [
d

dx
f,

d

dy
f ] and curl f = [

d

dy
f,− d

dx
f ], (5.38)

these results show the same difference that (5.37) and (5.24) do. From this we can see that com-
puting curl f and interpreting the result as a regular vector field yields the same result as applying
grad f and interpreting the result as the normal direction of a vector field. A similar observation
can be made to render the distinction between rot and div obsolete, so long as the results are
correctly interpreted.
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In differential geometry, the switch from interpreting u⃗ as specifying the tangential direction to
the normal direction, is described by the Hodge-⋆ operator, which maps inner-oriented forms to
outer-oriented forms and vice versa. The observation that curl and grad (and rot and div) can be
considered the same operator, only differing in the adequate perspective, is captured by the exterior
derivative. As referenced before, more on the Hodge-⋆ and exterior derivative can be found in for
example [13], [19], [36], [37].

5.4 Three dimensional basis functions

In three dimensions we find the discrete de Rham complex

H1
h

grad−−−→ Hh(curl)
curl−−→ Hh(div)

div−−→ L2
h. (5.39)

Using derivations akin to those in Section 5.3.1, basis functions for these discrete spaces can be
found to be

H1
h = span{Bi,r ⊗ Bj,r ⊗ Bk,r }i,j,k, (5.40a)

H(curl) = span{B̃i,r−1 ⊗ Bj,r ⊗ Bk,r }i,j,k
× span{Bi,r ⊗ B̃j,r−1 ⊗ Bk,r }i,j,k (5.40b)

× span{Bi,r ⊗ Bj,r ⊗ B̃k,r−1}i,j,k,

H(div) = span{Bi,r ⊗ B̃j,r−1 ⊗ B̃k,r−1}i,j,k
× span{B̃i,r−1 ⊗ Bj,r ⊗ B̃k,r−1}i,j,k (5.40c)

× span{B̃i,r−1 ⊗ B̃j,r−1 ⊗ Bk,r }i,j,k,

L2
h = span{B̃i,r−1 ⊗ B̃j,r−1 ⊗ B̃k,r−1}i,j,k. (5.40d)

5.5 Incidence matrices

In this thesis it has been chosen to take an axiomatic approach to introducing the discrete function
spaces and their basis functions. A different approach could have been to introduce discrete differ-
ential operators as dual operators to a discrete boundary operator, as briefly touched upon for the
continuous setting in Section 3. This then leads to more a geometrically motivated approach. This
approach would be superfluous for the work at hand, but some of the geometric associations are
worth noting. For more on this geometrically motivated approach, see for example [13] for an in
depth overview of differential geometry and algebraic topology for mimetic methods, or [20] where
is used in a mimetic method for Stokes flow.

Specifically we wish to introduce the incidence matrices, who’s transpose can be used as discrete
differential operators. Here, we simply briefly show that the introduced basis functions allow for the
action of a differential operator to be represented by a matrix product with its degrees of freedom
(DoF). These matrix products will be used in the presentation of the numerical method as a linear
system. Similarly to the basis functions, we will introduce this for the one dimensional case, and
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then extend it to higher dimensions. We will also briefly touch upon the relation between DoF’s
and integral values on geometric objects.

For a function f in some discrete function space, we will denote the vector containing its DoF’s

as f̄ . Consider a one dimensional function f =
∑

i f̄iBi,r ∈ H1
h, with

d

dx
f = g ∈ L2

h. We now seek

a matrix E0,1
3, called an incidence matrix, such that the DoF’s of g are given by

ḡ = E⊤
0,1f̄ . (5.41)

By (5.16c) and (5.19c) we find

d

dx
f = g =⇒ f̄i+1 − f̄i = ḡi, (5.42)

and so we define [
E⊤f̄

]
i
:= f̄i+1 − f̄i. (5.43)

Now for higher dimension we will show the relations between the DoF’s that hold as in (5.42).
From these relations matrices can be setup. In two dimensions, we will only focus on the grad and
rot operator as supported by Section 5.3.2.

Discrete grad operator (2D)
Let f ∈ H1

h and g⃗ = grad f ∈ Hh(rot), then the DoF’s of g⃗, denoted ḡd,i,j,k, where d is the
component of the vector, are given by

ḡ1,i,j,k = f̄i+1,j,k − f̄i,j,k, (5.44a)

ḡ2,i,j,k = f̄i,j+1,k − f̄i,j,k, (5.44b)

These relations define the matrix E0,1 such that ḡ = E⊤
0,1f̄

Discrete rot operator (2D)

Let f⃗ ∈ Hh(rot) and g = rot f⃗ ∈ L2
h, then the DoF’s of g⃗ are given by

ḡi,j,k = (f̄2,i+1,j,k − f̄2,i,j,k)− (f̄1,i,j+1,k − f̄1,i,j,k). (5.45a)

These relations define the matrix E1,2 such that ḡ = E⊤
1,2f̄

Discrete grad operator (3D)
Let f ∈ H1

h and g⃗ = grad f ∈ Hh(curl), then the DoF’s of g⃗ are given by

ḡ1,i,j,k = f̄i+1,j,k − f̄i,j,k, (5.46a)

ḡ2,i,j,k = f̄i,j+1,k − f̄i,j,k, (5.46b)

ḡ3,i,j,k = f̄i,j,k+1 − f̄i,j,k. (5.46c)

These relations define the matrix E0,1 such that ḡ = E⊤
0,1f̄

3The subscripts on these matrices are again inspired by the (discrete) differential forms the matrices act on. A
matrix E1,2 in 3D acts on Hh(curl) DoF’s and returns Hh(div) DoF’s. In 1D a matrix E0,1 acts on H1

h DoF’s and
returns L2

h DoF’s.
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Discrete curl operator (3D)

Let f⃗ ∈ Hh(curl) and g⃗ = curl f⃗ ∈ Hh(div), then the DoF’s of g⃗ are given by

ḡ1,i,j,k = (f̄3,i,j+1,k − f̄3,i,j,k)− (f̄2,i,j,k+1 − f̄2,i,j,k), (5.47a)

ḡ2,i,j,k = (f̄1,i,j,k+1 − f̄1,i,j,k)− (f̄3,i+1,j,k − f̄3,i,j,k), (5.47b)

ḡ3,i,j,k = (f̄2,i+1,j,k − f̄2,i,j,k)− (f̄1,i,j+1,k − f̄1,i,j,k). (5.47c)

These relations define the matrix E1,2 such that ḡ = E⊤
1,2f̄

Discrete div operator (3D)

Let f⃗ ∈ Hh(div) and g = div f⃗ ∈ L2
h, then the DoF’s of g are given by

ḡi,j,k = (f̄1,i+1,j,k − f̄1,i,j,k) + (f̄2,i,j+1,k − f̄2,i,j,k) + (f̄3,i,j,k+1 − f̄3,i,j,k). (5.48)

These relations define the matrix E2,3 such that ḡ = E⊤
2,3f̄ .

33



6 Discrete problem

First we will discretize the curl and divergence conforming weak forms derived in Section 4 in space.
Then we will combine the two weak forms in a leapfrog time stepping scheme, the main motivation
behind this is to obtain a valid discrete expression for helicity. We will later see that helicity is
conserved by the numerical scheme. This scheme, based on these ideas, was initially proposed in [1]
for periodic domains. In this section we present the numerical scheme for two and three dimensional
problems, for both Dirichlet and periodic boundary conditions, and then present the conservation
properties of the scheme. The scheme will first be described for three dimensional problems, this
then readily generalizes to two dimensions.

6.1 Spatial discretization

The three dimensional weak form (4.10) is quickly discretized in space using the discrete function
spaces.

The spatially discrete problem is given by:
Find {ω⃗1 ∈ Hh(curl), u⃗2 ∈ Hh(div), p3 ∈ L2

h, ω⃗2 ∈ Hh(div), u⃗1 ∈ Hh(curl), p0 ∈ H1
h} such that

(τ⃗1, ω⃗1)− (curl τ⃗1, u⃗2) = −Bcurl(τ⃗1, u⃗2) ∀ τ⃗1 ∈ Hh(curl),

(v⃗2,
∂u⃗2

∂t
) + (v⃗2, ω⃗2 × u⃗2)

+ν (v⃗2, curl ω⃗1)− (div v⃗2, p3) = (v⃗2, f⃗)−Bgrad(v⃗2, p3) ∀ v⃗2 ∈ Hh(div),

(q3, div u⃗2) = 0 ∀ q3 ∈ L2
h,

(τ⃗2, ω⃗2)− (τ⃗2, curl u⃗1) = 0 ∀ τ⃗2 ∈ Hh(div),

(v⃗1,
∂u⃗1

∂t
) + (v⃗1, ω⃗1 × u⃗1)

+ν (curl v⃗1, ω⃗2) + (v⃗1, grad p0) = (v⃗1, f⃗) + νBcurl(v⃗1, ω⃗2) ∀ v⃗1 ∈ Hh(curl),

(grad q0, u⃗1) = Bdiv(q0, u⃗1) ∀ q0 ∈ H1
h.

(6.1a)

(6.1b)

(6.1c)

(6.1d)

(6.1e)

(6.1f)

The boundary terms will be discussed in Section 6.3.

6.2 Temporal integration

First let us, given some ∆t, introduce two time sequences, one at integer time steps (∆t · 0, ∆t ·
1, . . .) = (t0, t1, . . .) and one at half integer time steps (∆t · 1/2, ∆t · (1 + 1/2), . . .) =
(t1/2, t1+1/2, . . .). We write f(·, tk) = fk. The time integration is done via a combination of
the midpoint rule and the trapezoidal rule.

The numerical scheme now consists of two evolution steps, one obtained from (6.1b), using (6.1a)
and (6.1c) as constraints, and one obtained from (6.1e), using (6.1d) and (6.1f) as constraints. The
spatially discrete divergence conforming weak form, (6.1a- 6.1c), will be integrated over the half
integer steps. The spatially discrete curl conforming weak form, (6.1d- 6.1f), will be integrated over
the integer time steps.

The half integer time steps can be computed from the gradient conforming discrete problem:

Given {u⃗k− 1
2

2 ∈ Hh(div), ω⃗
k+ 1

2
1 ∈ Hh(curl), ω⃗k

2 ∈ Hh(div)}, find {u⃗k+ 1
2

2 ∈ Hh(div), ω⃗
k+ 1

2
1 ∈
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Hh(curl), p
k+ 1

2
3 ∈ L2

h} such that

(τ⃗1, ω⃗
k+ 1

2
1 )− (curl τ⃗1, u⃗

k+ 1
2

2 ) = −Bcurl(τ⃗1, u⃗
k+ 1

2
2 )

∀ τ⃗1 ∈ Hh(curl),

(v⃗2,
u⃗
k+ 1

2
2 − u⃗

k− 1
2

2

∆t
) + (v⃗2, ω⃗k

2 × u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
)

+ν (v⃗2, curl
ω⃗
k+ 1

2
1 + ω⃗

k− 1
2

1

2
)− (div v⃗2, pk3) = (v⃗2, f⃗k)−Bgrad(v⃗2, pk3)

∀ v⃗2 ∈ Hh(div),

(q3, div u⃗
k+ 1

2
2 ) = 0

∀ q3 ∈ L2
h.

(6.2a)

(6.2b)

(6.2c)

and the integer time steps can be computed from the curl conforming discrete problem:

Given {u⃗k
1 ∈ Hh(curl), ω⃗k

2 ∈ Hh(div), ω⃗
k+ 1

2
1 ∈ Hh(curl)}, find {u⃗k+1

1 ∈ Hh(curl), ω⃗k+1
2 ∈

Hh(div), pk+1
0 ∈ H1

h} such that

(τ⃗2, ω⃗k+1
2 )− (τ⃗2, curl u⃗k+1

1 ) = 0

∀ τ⃗2 ∈ Hh(div),

(v⃗1,
u⃗k+1
1 − u⃗k

1

∆t
) + (v⃗1, ω⃗

k+ 1
2

1 × u⃗k+1
1 + u⃗k

1

2
)

+ν (curl v⃗1,
ω⃗k+1
2 + ω⃗k

2

2
) + (v⃗1, grad p

k+ 1
2

0 ) = (v⃗1, f⃗k+ 1
2 ) + νBcurl(v⃗1, ω⃗

k+ 1
2

2 )

∀ v⃗1 ∈ Hh(curl),

(grad q0, u⃗k+1
1 ) = Bdiv(q0, u⃗k+1

1 )

∀ q0 ∈ H1
h.

(6.3a)

(6.3b)

(6.3c)

The two time sequence are staggered such that the endpoints of time steps in one sequence are
the midpoints of the other sequence. When the half and full integer evolution steps are carried
out in an alternating fashion, each evolution step can use a solution on the other time sequence as
a known midpoint value. This way, the nonlinear terms can be linearized by using the vorticity
computed on the other time sequence. This leapfrog scheme, with sharing of the vorticity field, is
visualized in Figure 3.

As such, the nonlinearity is effectively handled by borrowing the vorticity computed on the
different time intervals. Furthermore, by using the midpoint and trapezoidal rules, the time inte-
gration method is second order. To obtain results at the first half integer time step t1/2 we again
use time integration with the midpoint and trapezoidal rules, but now we evaluate the vorticity in
the nonlinear term at the end of time interval. This gives the problem:
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Figure 3: Visualization of the leapfrog time stepping. The handling of the nonlinearity is shown
by the dotted lines, either via iterations or via the vorticity field of the other time sequence. The
green step is computed using (6.20), the blue steps are computed using (6.19) and the red steps are
computed using (6.18).

Given {u⃗0
2 ∈ Hh(div), ω⃗0

1 ∈ Hh(curl)}, find {u⃗
1
2
2 ∈ Hh(div), ω⃗

1
2
1 ∈ Hh(curl), p

1
2
3 ∈ L2

h} such that

(τ⃗1, ω⃗
1
2
1 )− (curl τ⃗1, u⃗

1
2
2 ) = −Bcurl(τ⃗1, u⃗

1
2
2 ) ∀ τ⃗1 ∈ Hh(curl),

(v⃗2,
u⃗

1
2
2 − u⃗0

2

∆t
) + (v⃗2, ω⃗

1
2
2 × u⃗

1
2
2 + u⃗0

2

2
)

+ν (v⃗2, curl
ω⃗

1
2
1 + ω⃗0

1

2
)− (div v⃗2, p

1
4
3 ) = (v⃗2, f⃗

1
4 )−Bgrad(v⃗2, p

1
4
3 ) ∀ v⃗2 ∈ Hh(div),

(q3, div u⃗
1
2
2 ) = 0 ∀ p3 ∈ L2

h.

(6.4a)

(6.4b)

(6.4c)

Picard iteration are then used to find a solution to this problem, where the computed vorticity ω⃗
1
2
1

in each iteration is used as approximation for ω⃗
1
2
2 . It should be noted that the computed vorticity

is in a different function space than the vorticity that is being approximated. To resolve this

ω⃗
1
2
1 ∈ Hh(curl) should be projected to Hh(div). With the fully discrete problem in place, we can

write is as a linear system.

6.3 Boundary conditions

The boundary integrals B are, in three dimensions, given by:

Bdiv(f, g⃗) =

∫
∂Ω

f (g⃗ · n) d∂Ω, (6.5a)

Bcurl(f⃗ , g⃗) =

∫
∂Ω

f⃗ × g⃗ · d∂Ω, (6.5b)

Bgrad(f⃗ , g) =

∫
∂Ω

g (f⃗ · n) d∂Ω, (6.5c)
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and in two dimensions by:

Brot(f, g⃗) =

∫
∂Ω

f

[
g⃗2

−g⃗1

]
· d∂Ω, (6.5d)

Bdiv(f, g⃗) =

∫
∂Ω

f (g⃗ · n) d∂Ω, (6.5e)

Bgrad(f⃗ , g) =

∫
∂Ω

g (f⃗ · n) d∂Ω, (6.5f)

Bcurl(f⃗ , g) =

∫
∂Ω

g

[
f⃗2

−f⃗1

]
· d∂Ω. (6.5g)

The boundary integrals (6.5a), (6.5c), (6.5e), (6.5f) measure flow out of the domain and integrals
(6.5b), (6.5d), (6.5g) measure flow along the boundary.

6.3.1 Periodic boundary conditions

In the case of periodic boundary conditions all boundary terms B disappear. All flow out of the
domain flows into the domain on the opposite side of the domain. All flow along the boundary,
flows along the boundary in the same direction on the opposite side of the domain, however, the
opposite side of the boundary is traversed in opposite direction in the integral. It can be concluded
that all boundary integrals equal zero in this case.

6.3.2 Dirichlet boundary conditions

By the boundary integrals in the divergence conforming problem, we find that boundary conditions
can be specified on

(u⃗2 × n or τ⃗1 × n) and (p3 or v⃗2 · n). (6.6)

Assuming that boundary conditions on velocity are specified for the continuous problem, this shows
us that the inflow into the boundary should be strongly enforced to specify v⃗2 ·n = 0, and that the
velocity tangential to the boundary can be enforced weakly to specify u⃗2 · t.

A different motivation could be to call upon differential geometry to note the association be-
tween u⃗2 and fluxes through surfaces [19], [20].

The boundary integrals in the curl conforming problem show us that boundary conditions can
be specified on

(v⃗1 × n or ω⃗2 × n) and (q0 or u⃗1 · n). (6.7)

Assuming again that boundary conditions on the velocity are specified, this shows that now the
inflow should be weakly enforced and that the tangential velocity should be strongly enforced.
However, strongly enforcing the tangential velocity leads to an unstable problem, where the pressure
computed by the curl conforming problem shows a checkerboard pattern. Instead we can assume
to have boundary conditions specified on the inflow and on the tangential vorticity rather then the
tangential velocity. Then, ω⃗2 × n can be weakly enforced. We will now first describe the boundary
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integrals resulting from the choices above, then, the assumption that boundary conditions on both
velocity and tangential vorticity are specified is relaxed.

Let u⃗∂ and ω⃗∂ denote the boundary conditions, then the boundary integrals can be computed
from

Bdiv(q0, u⃗k+1
∂ ) =

∫
∂Ω

q0 (u⃗k+1
∂ · n) d∂Ω, (6.8a)

Bgrad(v⃗2, pk3) =

∫
∂Ω

pk3 (v⃗2 · n) d∂Ω = 0, (6.8b)

Bcurl(τ⃗1, u⃗
k+ 1

2

∂ ) =

∫
∂Ω

τ⃗1 × u⃗
k+ 1

2

∂ · d∂Ω, (6.8c)

Bcurl(v⃗1, ω⃗
k+ 1

2

∂ ) =

∫
∂Ω

v⃗1 × ω⃗
k+ 1

2

∂ · d∂Ω. (6.8d)

To relieve ourselves of the restrictive assumption that boundary conditions on both velocity and
tangential vorticity are specified, we could set ω⃗∂ := curl u⃗∂ to obtain vorticity boundary conditions
from the velocity boundary conditions. However, for problems where u⃗∂ is not smooth, such as in
a lid-driven cavity problem, this approach breaks down.

We choose to resolve this instead by using a solution to the divergence conforming problem as
boundary conditions for the curl conforming problem. Using the leapfrog scheme, the vorticity at

time tk+1/2 is approximated by ω⃗
k+ 1

2
1 . This field can be used in (6.8d) as an approximation of

ω⃗∂ . We will see this approximation yields no degradation in convergence order when compared to
periodic boundary conditions.

Using this replacement, the boundary term Bcurl(v⃗1, ω⃗
k+ 1

2

∂ ) in (6.3b) now becomes

Bcurl(v⃗1, ω⃗
k+ 1

2

∂ ) =

∫
∂Ω

v⃗1 × ω⃗
k+ 1

2
1 · d∂Ω. (6.9)

In two dimensions we similarly find:

Bdiv(τ0, u⃗
k+ 1

2

∂ ) =

∫
∂Ω

τ0 (u⃗
k+ 1

2

∂ · n) d∂Ω, (6.10a)

Bgrad(v⃗1, pk2) =

∫
∂Ω

pk2 (v⃗1 · n) d∂Ω = 0, (6.10b)

Brot(τ0, u⃗
k+ 1

2

∂ ) =

∫
∂Ω

τ0

[
u⃗
k+ 1

2

∂,2

−u⃗
k+ 1

2

∂,1

]
· d∂Ω, (6.10c)

Bcurl(v⃗1, ω
k+ 1

2

∂ ) =

∫
∂Ω

ω
k+ 1

2
1

[
v⃗1,1

−v⃗1,2

]
· d∂Ω. (6.10d)

In the following sections we will omit the boundary terms

Bgrad(v⃗1, pk2) and Bgrad(v⃗2, pk3) (6.11)

as they evaluate to zero regardless of boundary conditions.
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Remark (Different Dirichlet boundary conditions).
In the above we assumed Dirichlet boundary conditions on velocity to be specified, but different
boundary conditions should work as well. Given any admissible boundary condition for the diver-
gence conforming problem, we can obtain boundary conditions for the curl conforming problem
using the ‘trick’ described above. To see this note that by (6.6) any admissible boundary conditions
for the divergence conforming problem must specify either v⃗2 · n or p3. In either case, u⃗1 · n or q0
is specified by the same boundary condition. For admissible boundary conditions on the curl con-
forming problem then, only additional specifications on ω⃗2 ×n are required, which can be obtained
as previously described.

6.4 Fully discrete problem as linear systems

To write the fully discrete problems as linear systems, let us introduce some notation. We write
M0, M1, M2, M3 for the mass matrices ofH1

h, Hh(curl), Hh(div), L
2
h respectively. We write N2(ω⃗2)

and N1(ω⃗1) for the matrices resulting from (v⃗2, ω⃗2 × u⃗2) and (v⃗1, ω⃗1 × u⃗1) respectively. The vectors

resulting from Bd(·, ·) are written as Bd(·, ·) and the vector resulting from (ak, f⃗) is written as

Mk(f⃗). Lastly, given a discrete function fi at time tk, fk
i , we denote the vector containing all its

degrees of freedom as f̄k
i . We will first show how to obtain the linear system for a toy problem,

this then readily generalizes to the weak forms above. Consider the following two dimensional toy
problem, find {u⃗2 ∈ Hh(div), ω⃗1 ∈ Hh(curl)} such that

(q3, div u⃗2) = 0 ∀ q3 ∈ H1
h. (6.12)

We can expand the fields in terms of basis functions to find

(B̃k,r−1(x)B̃l,r−1(y),
∑
i,j

B̃i,r−1(x)B̃j,r−1(y) ((ū1,i+1,j − ū1,i,j) + (ū2,i,j+1 − ū2,i,j))) = 0 ∀ k, l.

(6.13)

Using the definition of the incidence matrices (5.48) this gives

(B̃k,r−1(x)B̃l,r−1(y),
∑
i,j

B̃i,r−1(x)B̃j,r−1(y)
[
E⊤

1,2ū2

]
i,j
) = 0 ∀ k, l. (6.14)

Now by the linearity of the inner product this gives∑
i,j

(B̃k,r−1(x)B̃l,r−1(y), B̃i,r−1(x)B̃j,r−1(y))
[
E⊤

1,2ū2

]
i,j

= 0 ∀ k, l. (6.15)

Denoting the mass matrix of L2
h as M2, i.e. using

[M2](k,l),(i,j) = (B̃k,r−1(x)B̃l,r−1(y), B̃i,r−1(x)B̃j,r−1(y)), (6.16)

we can write (6.15) compactly as the linear system

M2E
⊤
1,2ū2 = 0. (6.17)

39



The divergence conforming fully discrete problem can now be written as: −M1 E2,1M2 0

νM1E
⊤
2,1

1

2
M2

1

∆t
+N2(ω⃗

k
2 )

1

2
E2,3M3

0 M3E
⊤
2,3 0


w̄

k+ 1
2

1

ū
k+ 1

2
2

p̄
k+ 1

2
3



=


Bcurl(τ⃗1, u⃗

k+ 1
2

∂ )

M2(f⃗
k) +

(
M2

1

∆t
−N2(ω⃗

k
2 )

1

2

)
ū
k− 1

2
2 − νM1E

⊤
2,1

1

2
w̄

k− 1
2

1

0

 ,

(6.18)

and similarly the curl conforming time integrated problem can be written as: −M2 M2E
⊤
2,1 0

νE2,1M2
1

2
M1

1

∆t
+N1(ω⃗

k+ 1
2

1 )
1

2
−M1E

⊤
0,1

0 −E0,1M1 0


w̄k+1

2

ūk+1
1

p̄k+1
0



=


0

M1(f⃗
k) + νBcurl(v⃗1, ω⃗

k+ 1
2

1 ) +

(
M1

1

∆t
−N1(ω⃗

k+ 1
2

1 )
1

2

)
ūk
1 − νM1E

⊤
2,1

1

2
w̄k

2

Bdiv(q0, u⃗k+1
∂ )

 .

(6.19)

Finally the solution at t
1
2 can be computed from the following system by Picard iterations −M1 E2,1M2 0

νM1E
⊤
2,1

1

2
M2

1

∆t
+N2(ω⃗

1
2
2 )

1

2
−E2,3M3

0 −M3E
⊤
2,3 0


w̄

1
2
1

ū
1
2
2

p̄
1
2
3



=


Bcurl(τ⃗1, u⃗

1
2

∂ )

M2(f⃗
1
4 ) +

(
M2

1

∆t
−N2(ω⃗

1
2
2 )

1

2

)
ū0
2 − νM1E

⊤
2,1

1

2
w̄0

1

0

 .

(6.20)

6.5 Two dimensional linear systems

Using notation introduced above, the linear system for the divergence conforming problem is given
by  −M0 E1,0M1 0

νM0E
⊤
1,0

1

2
M1

1

∆t
+N2(w

k
2 )

1

2
−E1,2M2

0 −M2E
⊤
1,2 0


w̄

k+ 1
2

0

ū
k+ 1

2
1

p̄
k+ 1

2
2



=


Brot(τ0, u⃗

k+ 1
2

∂ )

M1(f⃗
k) +

(
M1

1

∆t
−N2(w

k
2 )

1

2

)
ū
k− 1

2
1 − νM0E

⊤
1,0

1

2
w̄

k− 1
2

0

0

 ,

(6.21)
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and similarly the curl conforming problem is given by −M2 M2E
⊤
2,1 0

νE2,1M2
1

2
M1

1

∆t
+N0(w

k+ 1
2

0 )
1

2
M1E

⊤
0,1

0 E0,1M1 0


w̄k+1

2

ūk+1
1

p̄k+1
0



=


0

M1(f⃗
k) + νBcurl(v⃗1, ω⃗

k+ 1
2

1 ) +

(
M1

1

∆t
−N0(w

k+ 1
2

0 )
1

2

)
ūk
1 − νM1E

⊤
2,1

1

2
w̄k

2

Bdiv(q0, u⃗k+1
∂ )

 .

(6.22)

Finally the solution at t
1
2 can be computed from the following system with Picard iterations: −M0 E1,0M1 0

νM0E
⊤
1,0

1

2
M1

1

∆t
+N2(w

1
2
2 )

1

2
−E1,2M2

0 −M2E
⊤
1,2 0


w̄

1
2
0

ū
1
2
1

p̄
1
2
2



=


Bcurl(τ0, u⃗

1
2

∂ )

M1(f⃗
1
4 ) +

(
M1

1

∆t
−N2(ω⃗

1
2
2 )

1

2

)
ū0
1 − νM0E

⊤
1,0

1

2
w̄0

0

0

 .

(6.23)

6.6 Conservation properties of the numerical method

We will show mass conservation, and present derivations for the discrete rate of change of helicity
and kinetic energy. Under the same conditions under which the continuous problem conserves these
quantities (inviscid limit ν → 0, conservative source function f⃗ = grad ϕ, absence of boundary
contributions) the discrete problem will also exactly conserve these quantities. Enstrophy is not
conserved. For problems where the quantities are not exactly conserved, we identify different
behaviors in the cases of periodic and Dirichlet boundary conditions.

We will find in the case of periodic boundary conditions, that the derived expressions approx-
imate the true rate of change without nonphysical contributions. For problems with Dirichlet
boundary conditions, we find, for problem with inflow or normal vorticity at the boundary, ad-
ditional terms contributing to the rates. These additional terms represent the rate of change of
energy or helicity at the boundary, but we cannot meaningfully describe them any further. In the
absence of boundary conditions these contributions are not present and as such exact energy and
helicity conservation can still be attained.

Finally it should be noted that the derived rates are for discrete representations of the physical
quantities which resemble their continuous counterparts. While they are integrals of the same
physical fields, they must contain approximations. Naturally in the fields themselves, but also in
the use of the midpoint rule when combining fields computed at different time instances. The value
of these discrete quantities is in their approximation of their continuous counterparts, while showing
conservation under similar conditions.

6.6.1 Mass conservation

Mass conservation, i.e. a pointwise divergence free velocity field, is obtained in solutions to the
divergence conforming problem (6.18). Consider the following problem:
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Given f3 ∈ L2
h, find u⃗2 ∈ Hh(div) such that for all q3 ∈ L2

h it holds that

(q3, div u⃗2) = (q3, f3). (6.24)

As a linear problem this becomes

M3E
⊤
2,3ū2 = M3f̄3, (6.25)

which implies

E⊤
2,3ū2 = f̄3. (6.26)

By the construction of the basis functions in the previous section, specifically equation (5.48), this
gives

div u⃗2 = f3. (6.27)

This situation is identical to the bottom equation of (6.18) with f3 = 0. We conclude that u
k+ 1

2
2 is

pointwise divergence free for all k.

Similarly, it can be seen that

curl u⃗1 = ω⃗2, (6.28)

in the curl conforming problem is exactly satisfied.

6.6.2 Kinetic energy conservation

As mentioned in the beginning of Section 6.6, we will take discrete representations of kinetic en-
ergy, and show the rate of of change of these representations approximate the rate of change of the
continuous kinetic energy. Then, we will show that the discrete kinetic energy is conserved under
the same conditions for which the continuous kinetic energy is conserved.

For the continuous Navier-Stokes problem, with no inflow boundary condition, we found that

dK
dt

= −ν (curl ω⃗, u⃗) + (f⃗ , u⃗)−
∫
∂Ω

p(u⃗ · n) d∂Ω. (6.29)

In the discrete problem we find two representations of kinetic energy,

Kk
1 :=

1

2
(u⃗k

1 , u⃗k
1) and Kk+ 1

2
2 :=

1

2
(u⃗

k+ 1
2

2 , u⃗
k+ 1

2
2 ). (6.30)

Their discrete time derivatives are given by

Kk+1
1 −Kk

1

∆t
= (

u⃗k+1
1 + u⃗k

1

2
,
u⃗k+1
1 − u⃗k

1

∆t
), (6.31)

and

Kk+ 1
2

2 −Kk− 1
2

2

∆t
= (

u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
,
u⃗
k+ 1

2
2 − u⃗

k− 1
2

2

∆t
). (6.32)
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Let us first consider K2. The discrete solution satisfies (6.2b) for any v⃗2 ∈ Hh(div). When consider-
ing periodic boundary conditions we note that there are no strongly enforced boundary conditions

on v⃗2 and as a a result we can set v⃗2 =
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
. When considering Dirichlet boundary con-

ditions, this approach is invalid, as the normal component of v⃗2 is zero at the boundary, while that
of u⃗2 is not in general. In the following derivation of the rate of change of K2 we will assume that
the normal component of u⃗2 is zero at the boundary as well, as in a problem with no inflow. Note
that in a problem where this assumption does not hold, there will be an additional contribution to
the rate of change of kinetic energy. This contribution can be quantified by splitting the velocity
in a part containing all the degrees of freedom related to the normal component at the boundary,
u⃗⊥∂ , and a remaining part which has no inflow, u⃗′

2, as u⃗2 = u⃗⊥∂ + u⃗′
2. The additional term is then

given by

(
u⃗
k+ 1

2

⊥∂ + u⃗
k− 1

2

⊥∂

2
,
u⃗
k+ 1

2
2 − u⃗

k− 1
2

2

∆t
). (6.33)

It should be noted that for energy conservation in (6.29) one must ensure that∫
∂Ω

p(u⃗ · n)d∂Ω (6.34)

does not break the conservation. In this sense, assuming u⃗|∂Ω ·n = 0 to obtain energy conservation
in a problem with Dirichlet boundary conditions is a reasonable assumption to avoid boundary
contributions. In this case energy conservation can still be attained by the numerical method. We
continue the following derivation assuming no inflow at the boundary for problems with Dirichlet

boundary conditions. Using (6.2b) with v⃗2 =
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
we can now rewrite the time derivative

as

(
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
,
u⃗
k+ 1

2
2 − u⃗

k− 1
2

2

∆t
) = −(

u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, ω⃗k

2 × u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
)

− ν (
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, curl

ω⃗
k+ 1

2
1 + ω⃗

k− 1
2

1

2
)

+ (div
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, pk3) + (

u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, f⃗k).

(6.35a)

Note how the nonlinear term is zero by orthogonality. Furthermore, we find by (6.2c) with q3 = pk3 ,
that the third term equates to zero as well,

(
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
,
u⃗
k+ 1

2
2 − u⃗

k− 1
2

2

∆t
) = −ν (

u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, curl

ω⃗
k+ 1

2
1 + ω⃗

k− 1
2

1

2
) + (

u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, f⃗k)

=·· Dk
K2

.

(6.35b)

This expression is an approximation of the continuous rate of change 6.29 in the case of no inflow.
We will now show that in the inviscid limit, ν → 0, and with conservative source function, f⃗ =
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grad ϕ, this expression reduces to zero in the absence of boundary contributions, giving exact energy
conservation. In the inviscid limit (6.35b) becomes

(
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
,
u⃗
k+ 1

2
2 − u⃗

k− 1
2

2

∆t
) = (

u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, f⃗k). (6.36)

To continue the analysis for a conservative source function f⃗k = grad ϕk, consider the following: In

order for (
u⃗k+1
2 + u⃗k

2

2
, f⃗k) to be well defined, we require f⃗k ∈ H(div). Since grad : H1 → H(curl),

we cannot set fk = grad ϕk directly. Instead, we use the adjoint operator grad∗ : L2 → H(div).
This gives

(
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
,
u⃗
k+ 1

2
2 − u⃗

k− 1
2

2

∆t
) = (

u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, grad∗ ϕk) (6.37a)

= −(div
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, ϕk) +Bgrad(

u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, ϕk). (6.37b)

Now we can use (6.2c) again with q3 = ϕk to cancel the first term giving

(
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
,
u⃗
k+ 1

2
2 − u⃗

k− 1
2

2

∆t
) = Bgrad(

u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, ϕk). (6.37c)

In the above we substituted q3 = ϕk, where ϕk is not necessarily a discrete field. However, as ϕk

only occurs in an inner product with div
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
∈ L2

h, correctly projecting ϕk to this same

space does not change the inner product, and we can safely substitute q3 = ϕk. This same logic
will be used repeatedly to show conservation from conservative source functions.

Using again the assumption of no inflow at the boundary, or simply assuming the absence of
boundary contributions, gives the final result of energy conservation:

(
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
,
u⃗
k+ 1

2
2 − u⃗

k− 1
2

2

∆t
) = 0. (6.38)

For the first half integer time step we can perform a similar derivation. When the initial condition
satisfies the constraints of (6.2a) and (6.2c) we find

(
u⃗

1
2
2 + u⃗0

2

2
,
u⃗

1
2
2 − u⃗0

2

∆t
) = −ν (

u⃗
1
2
2 + u⃗0

2

2
, curl

ω⃗
1
2
1 + ω⃗0

1

2
) + (

u⃗
1
2
2 + u⃗0

2

2
, f⃗

1
4 ), (6.39)

which, in the inviscid limit with no inflow at the boundary and conservative source function, becomes

(
u⃗

1
2
2 + u⃗0

2

2
,
u⃗

1
2
2 − u⃗0

2

∆t
) = 0. (6.40)

Now we follow a similar derivation for K1. The discrete solution satisfies (6.3b) for each v⃗1 ∈
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Hh(curl). Since there are no strongly enforced boundary conditions in the curl conforming prob-

lem regardless of boundary conditions considered, we can use v⃗1 =
u⃗k+1
1 + u⃗k

1

2
to rewrite the time

derivative as

(
u⃗k+1
1 + u⃗k

1

2
,
u⃗k+1
1 − u⃗k

1

∆t
) = −(

u⃗k+1
1 + u⃗k

1

2
, ω⃗

k+ 1
2

1 × u⃗k+1
1 + u⃗k

1

2
)

− ν (curl
u⃗k+1
1 + u⃗k

1

2
,
ω⃗k+1
2 + ω⃗k

2

2
)− (

u⃗k+1
1 + u⃗k

1

2
, grad p

k+ 1
2

0 )

+ (
u⃗k+1
1 + u⃗k

1

2
, f⃗k+ 1

2 ) + νBcurl(
u⃗k+1
1 + u⃗k

1

2
, ω⃗

k+ 1
2

1 ).

(6.41a)

The nonlinear term is again zero due to orthogonality. Additionally, (6.3c) can be used with

q0 = p
k+ 1

2
0 to rewrite the third term, giving

(
u⃗k+1
1 + u⃗k

1

2
,
u⃗k+1
1 − u⃗k

1

∆t
) = −ν (curl

u⃗k+1
1 + u⃗k

1

2
,
ω⃗k+1
2 + ω⃗k

2

2
)−Bdiv(p

k+ 1
2

0 ,
u⃗k+1
∂ + u⃗k

∂

2
)

+ (
u⃗k+1
1 + u⃗k

1

2
, f⃗k+ 1

2 ) + νBcurl(
u⃗k+1
1 + u⃗k

1

2
, ω⃗

k+ 1
2

1 )

=·· D
k+ 1

. 2

K1
.

(6.41b)

This expression is an approximation of the continuous rate of change 6.29. We will now show that
in the inviscid limit, ν → 0, with conservative source function, f⃗ = grad ϕ, this expression reduces
to zero in the absence of boundary conditions, giving exact energy conservation. In the inviscid
limit this expression reduces to

(
u⃗k+1
1 + u⃗k

1

2
,
u⃗k+1
1 − u⃗k

1

∆t
) = −Bdiv(p

k+ 1
2

0 ,
u⃗k+1
∂ + u⃗k

∂

2
) + (

u⃗k+1
1 + u⃗k

1

2
, f⃗k+ 1

2 ). (6.41c)

Considering a conservative source function, we now have f⃗k+ 1
2 ∈ H(curl), and as such we can set

f⃗k+ 1
2 = grad ϕk+ 1

2 directly. This results in

(
u⃗k+1
1 + u⃗k

1

2
,
u⃗k+1
1 − u⃗k

1

∆t
) = −Bdiv(p

k+ 1
2

0 ,
u⃗k+1
∂ + u⃗k

∂

2
) + (

u⃗k+1
1 + u⃗k

1

2
, grad ϕk+ 1

2 ). (6.42)

Now, (6.3c) with q0 = ϕk+ 1
2 can be used to rewrite the second term

(
u⃗k+1
1 + u⃗k

1

2
,
u⃗k+1
1 − u⃗k

1

∆t
) = −Bdiv(p

k+ 1
2

0 ,
u⃗k+1
∂ + u⃗k

∂

2
) +Bdiv(ϕk+ 1

2 ,
u⃗k+1
∂ + u⃗k

∂

2
). (6.43)

Finally, when we consider a problem with no inflow at the boundary, or if we simply assume the
absence of boundary contributions, this results in energy conservation:

(
u⃗k+1
1 + u⃗k

1

2
,
u⃗k+1
1 − u⃗k

1

∆t
) = 0. (6.44)
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For the discrete rate of change of K1 we found an expression, (6.41b) that approximates the true
rate of energy dissipation (6.29) with no nonphysical contributions. For the rate of change of K2 we
found, in the case of no inflow at the boundary, a similar result in (6.35b). In the case of nonzero
inflow at the boundary there is a contribution to the energy dissipation, (6.33), which we at this
point cannot meaningfully quantify.

In the case of energy conservation, i.e. in the inviscid limit, ν → 0, with no inflow at the
boundary, v⃗|∂Ω ·n = 0 and with conservative source function f⃗ = grad ϕ, we find that the solutions
on both time sequences show exact energy conservation.

6.6.3 Helicity conservation

As mentioned in the beginning of Section 6.6, we will take discrete representations of helicity, and
show the rate of of change of these representations approximate the rate of change of the continuous
helicity. Then, we will show that the discrete helicity is conserved under the same conditions for
which the continuous helicity is conserved.

For the continuous Navier-Stokes problem we found (2.9h):

dH
dt

= −ν
(
(curl ω⃗, ω⃗) + (u⃗, curl curl ω⃗)

)
+ (f⃗ , ω⃗) + (u⃗, curl f⃗)

+

∫
∂Ω

u⃗× (ω⃗ × u⃗) · d∂Ω−
∫
∂Ω

p(ω⃗ · n) d∂Ω.
(6.45)

From this we will first derive an expression that will be more clearly related to the discrete helicity
rate of change. To this end we first do integration by parts on (u⃗, curl f⃗):

dH
dt

= −ν
(
(curl ω⃗, ω⃗) + (u⃗, curl curl ω⃗)

)
+ 2(f⃗ , ω⃗)

+

∫
∂Ω

u⃗× (ω⃗ × u⃗) · d∂Ω−
∫
∂Ω

p(ω⃗ · n) d∂Ω−
∫
∂Ω

u⃗× f⃗ · d∂Ω.
(6.46a)

Now we can expand f⃗ using (2.1b) to find

dH
dt

= −ν
(
(curl ω⃗, ω⃗) + (u⃗, curl curl ω⃗)

)
+ 2(f⃗ , ω⃗)

−
∫
∂Ω

p(ω⃗ · n) d∂Ω−
∫
∂Ω

u⃗×
(
∂u⃗

∂t
+ ν curl ω⃗ + grad p

)
· d∂Ω.

(6.46b)
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Finally, consider integration by parts on −ν (u⃗, curl curl ω⃗), this gives

dH
dt

= −ν
(
(curl ω⃗, ω⃗) + (curl u⃗, curl ω⃗)

)
+ 2(f⃗ , ω⃗) +

∫
∂Ω

ν u⃗× curl ω⃗ · d∂Ω

−
∫
∂Ω

p(ω⃗ · n) d∂Ω−
∫
∂Ω

u⃗×
(
∂u⃗

∂t
+ ν curl ω⃗ + grad p

)
· d∂Ω

(6.46c)

= −ν
(
(curl ω⃗, ω⃗) + (curl u⃗, curl ω⃗)

)
+ 2(f⃗ , ω⃗)

−
∫
∂Ω

p(ω⃗ · n) d∂Ω−
∫
∂Ω

u⃗×
(
∂u⃗

∂t
+ grad p

)
· d∂Ω.

(6.46d)

(2.1a)
= −2ν(curl ω⃗, ω⃗) + 2(f⃗ , ω⃗)

−
∫
∂Ω

p(ω⃗ · n) d∂Ω−
∫
∂Ω

u⃗×
(
∂u⃗

∂t
+ grad p

)
· d∂Ω.

(6.46e)

This expression can be easily compared and contrasted with its discrete counterpart which will be
derived after introducing the discrete counterparts of helicity itself.

In the discrete problem we find four representations of helicities, two on integer time steps,

Hk
1 := (u⃗k

1 ,
ω⃗
k+ 1

2
1 + ω⃗

k− 1
2

1

2
) and Hk

2 := (
u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
, ω⃗k

2 ), (6.47)

and two on the half integer time steps,

Hk+ 1
2

1 := (
u⃗k+1
1 + u⃗k

1

2
, ω⃗

k+ 1
2

1 ) and Hk+ 1
2

2 := (u⃗
k+ 1

2
2 ,

ω⃗k+1
2 + ω⃗k

2

2
). (6.48)

It can be noted, as in [41], that the computed vorticity field is not necessarily exactly equal to the
curl of the velocity field. By (6.28) we know ω⃗2 = curl u⃗1, but no such relation holds for ω⃗1, and
as such representations of helicity utilizing ω⃗1 may be seen as an altered representation of helicity.
In the following derivations we will show that the same conservation properties hold for all repre-
sentations above, and that the difference in dissipation rates between those utilizing ω⃗2 and those
utilizing ω⃗1 is minor.

We will first discuss the integer time helicities, and then the half integer helicities.

Half integer time helicities
In line with Section 3.2.3 of [1], we will first derive expressions for

(
u⃗k+1
1 − u⃗k

1

∆t
, ω⃗

k+ 1
2

1 ) and (
ω⃗
k+ 1

2
1 − ω⃗

k− 1
2

1

∆t
, u⃗k

1), (6.49)

and then combine this in such a way as to form an expression for

Hk+ 1
2

1 −Hk− 1
2

1

∆t
=

(
(u⃗k+1

1 + u⃗k
1 , ω⃗

k+ 1
2

1 )− (u⃗k
1 + u⃗k−1

1 , ω⃗
k− 1

2
1 )

)
2∆t

. (6.50)
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Finally Hk+ 1
2

1 is used to derive an expression for Hk+ 1
2

2 .

To derive an expression for

(
u⃗k+1
1 − u⃗k

1

∆t
, ω⃗

k+ 1
2

1 ) (6.51)

we first use (6.3b) with v⃗1 = ω⃗
k+ 1

2
1 to expand the time derivative. Recall how there are no strongly

enforced boundary conditions in the curl conforming problem, regardless of boundary conditions
and as such this is valid. We find

(
u⃗k+1
1 − u⃗k

1

∆t
, ω⃗

k+ 1
2

1 ) = −(ω⃗
k+ 1

2
1 , ω⃗

k+ 1
2

1 × u⃗k+1
1 + u⃗k

1

2
)− ν (curl ω⃗

k+ 1
2

1 ,
ω⃗k+1
2 + ω⃗k

2

2
)

− (ω⃗
k+ 1

2
1 , grad p

k+ 1
2

0 ) + (ω⃗
k+ 1

2
1 , f⃗k+ 1

2 ) + νBcurl(ω⃗
k+ 1

2
1 , ω⃗

k+ 1
2

1 ).

(6.52a)

By orthogonality the nonlinear term equals zero:

(
u⃗k+1
1 − u⃗k

1

∆t
, ω⃗

k+ 1
2

1 ) = −ν

(
(curl ω⃗

k+ 1
2

1 ,
ω⃗k+1
2 + ω⃗k

2

2
)−Bcurl(ω⃗

k+ 1
2

1 , ω⃗
k+ 1

2
1 )

)
− (ω⃗

k+ 1
2

1 , grad p
k+ 1

2
0 ) + (ω⃗

k+ 1
2

1 , f⃗k+ 1
2 ).

(6.52b)

And by a⃗× a⃗ = 0 the boundary term equals zero:

(
u⃗k+1
1 − u⃗k

1

∆t
, ω⃗

k+ 1
2

1 ) = −ν(curl ω⃗
k+ 1

2
1 ,

ω⃗k+1
2 + ω⃗k

2

2
)− (ω⃗

k+ 1
2

1 , grad p
k+ 1

2
0 ) + (ω⃗

k+ 1
2

1 , f⃗k+ 1
2 ).

(6.52c)

Using (6.2a) with τ⃗1 = grad p
k+ 1

2
0 we can rewrite the second term to find

(
u⃗k+1
1 − u⃗k

1

∆t
, ω⃗

k+ 1
2

1 ) = −ν(curl ω⃗
k+ 1

2
1 ,

ω⃗k+1
2 + ω⃗k

2

2
) + (u⃗

k+ 1
2

2 , curl grad p
k+ 1

2
0 )

+Bcurl(grad p
k+ 1

2
0 , u⃗

k+ 1
2

∂ ) + (ω⃗
k+ 1

2
1 , f⃗k+ 1

2 ),

(6.52d)

from which we can use the identity curl grad a = 0 to obtain

(
u⃗k+1
1 − u⃗k

1

∆t
, ω⃗

k+ 1
2

1 ) = −ν(curl ω⃗
k+ 1

2
1 ,

ω⃗k+1
2 + ω⃗k

2

2
) +Bcurl(grad p

k+ 1
2

0 , u⃗
k+ 1

2

∂ )

+ (ω⃗
k+ 1

2
1 , f⃗k+ 1

2 ).

(6.52e)

Now we will find an expression for (
ω⃗
k+ 1

2
1 − ω⃗

k− 1
2

1

∆t
, u⃗k

1). First the time derivative of vorticity

will be rewritten to a time derivative of velocity, which can then be expanded using the evolution
equation again. By (6.2a) with τ⃗1 = u⃗k

1 we can rewrite the expression in terms of a time derivative
of velocity as

48



(
ω⃗
k+ 1

2
1 − ω⃗

k− 1
2

1

∆t
, u⃗k

1) = (
u⃗
k+ 1

2
2 − u⃗

k− 1
2

2

∆t
, curl u⃗k

1) +Bcurl(u⃗k
1 ,

u⃗
k+ 1

2

∂ − u⃗
k− 1

2

∂

∆t
). (6.53)

Now wish to use (6.2b) with v⃗2 = curl u⃗k
1 . However, strongly enforces boundary conditions again

raise problems here. In the case of Dirichlet boundary conditions, the normal component of v⃗2 at the

boundary is zero. As such, this step is only valid when curl u⃗k
1 ·n

(6.28)
= ω⃗k

2 ·n = 0 as well, otherwise
there will be an additional term contributing to the helicity dissipation. This term can again be
found by splitting the ω⃗k

2 in a part with degrees of freedom related to the normal component at the
boundary ω⃗k

⊥∂ , and a remaining part which would satisfy ω⃗k
2
′|∂Ω · n = 0 as ω⃗k

2 = ω⃗k
⊥∂ + ω⃗k

2
′. The

additional term is then given by

(
u⃗
k+ 1

2
2 − u⃗

k− 1
2

2

∆t
, ω⃗k

⊥∂). (6.54)

This term resembles the change of helicity introduced at the boundary. It should be noted that, in
order for (6.46e) to yield helicity conservation, one must ensure that∫

∂Ω

p(ω⃗ · n) d∂Ω (6.55)

does not break the conservation. In this sense, assuming ω⃗ · n = 0 to obtain helicity conservation
in a problem with Dirichlet boundary conditions is a reasonable assumption to avoid boundary
contributions. In this case helicity conservation can still be attained by the numerical method.
With this in mind, using (6.2b) with v⃗2 = curl u⃗k

1 to expand the time derivative gives

(
ω⃗
k+ 1

2
1 − ω⃗

k− 1
2

1

∆t
, u⃗k

1) = −(curl u⃗k
1 , ω⃗k

2 × u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
)− ν (curl u⃗k

1 , curl
ω⃗
k+ 1

2
1 + ω⃗

k− 1
2

1

2
)

+ (div curl u⃗k
1 , pk3) + (curl u⃗k

1 , f⃗k)

−Bcurl(u⃗k
1 ,

u⃗
k+ 1

2

∂ − u⃗
k− 1

2

∂

∆t
).

(6.56a)

The third term equates to zero by div curl a⃗ = 0, and by (6.28) we can use curl u⃗k
1 = ω⃗k

2 to write
the above as

(
ω⃗
k+ 1

2
1 − ω⃗

k− 1
2

1

∆t
, u⃗k

1) = −(ω⃗k
2 , ω⃗k

2 × u⃗
k+ 1

2
2 + u⃗

k− 1
2

2

2
)− ν (ω⃗k

2 , curl
ω⃗
k+ 1

2
1 + ω⃗

k− 1
2

1

2
)

+ (ω⃗k
2 , f⃗k)−Bcurl(u⃗k

1 ,
u⃗
k+ 1

2

∂ − u⃗
k− 1

2

∂

∆t
).

(6.56b)

Now we can observe orthogonality in the nonlinear term to get the result

(
ω⃗
k+ 1

2
1 − ω⃗

k− 1
2

1

∆t
, u⃗k

1) = −ν (ω⃗k
2 , curl

ω⃗
k+ 1

2
1 + ω⃗

k− 1
2

1

2
) + (ω⃗k

2 , f⃗k)

−Bcurl(u⃗k
1 ,

u⃗
k+ 1

2

∂ − u⃗
k− 1

2

∂

∆t
).

(6.56c)
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So far we have found:

(
u⃗k+1
1 − u⃗k

1

∆t
, ω⃗

k+ 1
2

1 ) = −ν(curl ω⃗
k+ 1

2
1 ,

ω⃗k+1
2 + ω⃗k

2

2
) +Bcurl(grad p

k+ 1
2

0 , u⃗
k+ 1

2

∂ )

+ (ω⃗
k+ 1

2
1 , f⃗k+ 1

2 ),

(6.57)

and

(
ω⃗
k+ 1

2
1 − ω⃗

k− 1
2

1

∆t
, u⃗k

1) = −ν (ω⃗k
2 , curl

ω⃗
k+ 1

2
1 + ω⃗

k− 1
2

1

2
) + (ω⃗k

2 , f⃗k)−Bcurl(u⃗k
1 ,

u⃗
k+ 1

2

∂ − u⃗
k− 1

2

∂

∆t
).

(6.58)

Summing (6.57) and (6.58) now gives

1

∆t

(
(u⃗k+1

1 , ω⃗
k+ 1

2
1 )− (u⃗k

1 , ω⃗
k− 1

2
1 )

)
= −ν(curl ω⃗

k+ 1
2

1 ,
ω⃗k+1
2 + ω⃗k

2

2
)

+Bcurl(grad p
k+ 1

2
0 , u⃗

k+ 1
2

∂ ) + (ω⃗
k+ 1

2
1 , f⃗k+ 1

2 )

− ν (ω⃗k
2 , curl

ω⃗
k+ 1

2
1 + ω⃗

k− 1
2

1

2
) + (ω⃗k

2 , f⃗k)

−Bcurl(u⃗k
1 ,

u⃗
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2
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k− 1

2

∂

∆t
).

(6.59)

Assuming sufficient time steps, we can can lower the time step by one in (6.57) to get:

(
u⃗k
1 − u⃗k−1

1

∆t
, ω⃗

k− 1
2

1 ) = −ν(curl ω⃗
k− 1

2
1 ,

ω⃗k
2 + ω⃗k−1

2

2
)

+Bcurl(grad p
k− 1

2
0 , u⃗

k− 1
2

∂ ) + (ω⃗
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2
1 , f⃗k− 1

2 ).

(6.60)

Now summing (6.60) and (6.58) gives:
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1 , ω⃗
k+ 1

2
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(6.61)

Summing (6.59) and (6.61) now gives on the left hand side:

1

∆t

(
(u⃗k+1

1 + u⃗k
1 , ω⃗

k+ 1
2

1 )− (u⃗k
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2
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)
=

2
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Hk+ 1

2
1 −Hk− 1

2
1

)
, (6.62)
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and on the right hand side it gives:

2
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2
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= 2
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(6.63)

Collecting terms this becomes:
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(6.64)

In the case of periodic boundary conditions, or in the case where there the normal component
of vorticity is zero at the boundary, this expression approximates the true helicity rate of change
(6.46e) without nonphysical contributions. Otherwise, there will be an additional term, (6.54),
contributing to the rate of change as noted earlier.

To show helicity conservation, consider ν → 0, the expression now reduces to
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(6.65a)

51



Similarly to the continuous case, we must assume the absence of boundary contributions in order
to obtain helicity conservation. With this assumption we find

1
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2 ). (6.65b)

Finally, consider a conservative source function. In (ω⃗k
2 , f⃗k) we identify f⃗ ∈ H(div), and so we set

f⃗ = grad∗ ϕ, this gives

1

∆t

(
Hk+ 1

2
1 −Hk− 1

2
1

)
= (ω⃗k

2 , grad∗ ϕk) +
1

2
(ω⃗

k− 1
2

1 , f⃗k− 1
2 ) +

1

2
(ω⃗

k+ 1
2

1 , f⃗k+ 1
2 ) (6.65c)
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(6.65d)

The first term equates zero by (6.28) and div curl a⃗ = 0, and the boundary term equates to zero
by assumption. This results in
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Now In (ω⃗
k− 1

2
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2 ) we identify f⃗ ∈ H(curl), and so we can set f⃗ = grad ϕ,
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By (6.2a) with τ⃗1 = grad ϕ with curl grad a = 0 we find
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Again, by the assumption of the absence of boundary contributions, we now arrive at helicity
conservation
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To derive an expression for
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consider (6.2a) with τ⃗1 =
u⃗k+1
1 + u⃗k

1

2
followed by (6.3a) with τ⃗2 = u⃗
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2 . Together they give:
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And so
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In general Hk+ 1
2

2 = Hk+ 1
2

1 holds approximately. This is a result of both
u⃗k+1
1 + u⃗k

1

2
and u⃗

k+ 1
2

2

approximating the same velocity field at tk+
1
2 . On periodic domains the relation is exact.

Integer time helicities

A similar approach taken for the half integer time steps also works for the integer time helicities.
(6.57) and (6.58) give expressions for
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Using the second term twice, once as is, and once for the next time step, these terms can be
combined to form an expression for
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as desired. Then, to show Hk
1 = Hk

2 , (6.3a) and (6.2a) can be used again.

6.6.4 Enstrophy conservation

The numerical method does not conserve enstrophy, neither in 3D nor 2D. Deriving an expression
for enstrophy using the two dimensional discrete weak form will result in a nonlinear term that
does not cancel like the nonlinear terms that occur in the derivations above. In [8] a nonlinear term
that incorporates the derivation in (2.24) is used to construct a enstrophy conserving scheme. The
nonlinear term presented in [35] shows promising results as well.
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7 Numerical results

We show temporal and spatial convergence results using manufactured solutions. We find opti-
mal spatial convergence rates and second order temporal convergence as expected. We will also
demonstrate the conservation properties and dissipation rates on both manufactured and non-
manufactured solutions. For each case we show results using both Dirichlet and periodic boundary
conditions.

7.1 Details on implementation

The code for running the problems below is open source Julia code [42], which makes use of the
BSplineKit.jl library [43] to generate the nodal functions. The systems in Sections 6.4 and 6.5 can
be implemented quite directly. However, one should take note of the following.

First, pressure is only determined up to addition by a constant. To resolve this we fix the first
degree of freedom of pressure to be 0. When comparing computed solution with manufactured
solutions, it should be taken into account that they may differ by a constant.

As a result of the ideas presented in Section 5.3.2, we must make sure that the input source
function of the two dimensional curl conforming problem also specifies the normal component of
the vector field. This means that the rotation to be applied to the computed velocity field has to
be applied in reverse to the source function.

We generate nodal functions from equidistant knot vectors, with h denoting the distance between
subsequent knots. The spatial discretization is then fully specified by h and the order of the nodal
functions. The edge functions are then one order lower. The optimal spatial convergence order for
a field is limited by its lowest order basis function. For nodal functions of order r, this means that
fields in H1

h have optimal convergence order r, and fields in any other discrete space have optimal
convergence order r − 1.

As a result of the tensor product structure of the basis functions, the mass and incidence matrices
can be efficiently implemented using Kronecker products. Additionally, the incidence matrices can
be efficiently stored as integer matrices since their entries are limited to -1, 0, and 1.

7.2 Convergence results

To obtain convergence results, manufactured solutions are used. Spatial and temporal convergence
orders are presented, for two and three dimensional problems with periodic and Dirichlet boundary
conditions. In all cases optimal convergence orders are observed.

7.2.1 Two dimensional problems

Consider a Taylor-Green Vortex (TGV) problem on Ω = [0, 2]2 with solution given by

u⃗ex(x, y, t) =

[
− sin(πx) cos(πy) exp(−2π2νt)
cos(πx) sin(πy) exp(−2π2νt)

]
(7.1)

ωex(x, y, t) = −2π sin(πx) sin(πy) exp(−2π2νt) (7.2)

pex(x, y, t) = −1

4
(cos(2πx) + cos(2πy)) exp(−2π2νt). (7.3)
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Figure 4: Spatial convergence results for the periodic two dimensional TGV problem.

The problem is specified with either periodic boundary conditions or with Dirichlet boundary con-
ditions u⃗∂ = u⃗ex|∂Ω. Plugging in this solution into the Navier-Stokes equations gives the following
source function

f⃗ =

12π sin(2πx) exp(−2π2νt) + 2π sin(πx) cos(πx) sin(πy)2 exp(−4π2νt)

1

2
π sin(2πy) exp(−2π2νt) + 2π sin(πx)2 sin(πy) cos(πy) exp(−4π2νt)

 . (7.4)

In the results below we will always use ν = 0.1.

Spatial convergence periodic domain
To compute the spatial convergence order we compute the error at tend = 0.2 using ∆t = 0.005 with
increasingly refined periodic nodal functions of order 2 to 4. We use h = 2/5, 2/10, 2/15, 2/20.

In Figure 4 the resulting errors in the L2 norm are shown in a log log plot, together with the
convergence orders of the various nodal function orders. We observe optimal convergence rates for
all fields.

Spatial convergence Dirichlet boundary conditions
We repeat the same test, but with the Dirichlet boundary conditions and aperiodic basis functions.
The results are presented in Figure 5. We again observe optimal convergence rates for all fields.

Temporal convergence periodic domain
Using basis functions of order 4 and h = 2/20, we compute the error at tend = 0.5 using increasingly
refined time steps ∆t = tend/2, tend/4, tend/6, tend/8.
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Figure 5: Spatial convergence results for the aperiodic two dimensional TGV problem.

Note that running the numerical scheme until tend = k∆t yields approximations for ω2 and
u⃗1 and p3 at tend, for ω1, u⃗2 and p0 at tend − ∆t

2 and for p3 at tend − ∆t. Since only ω2 and u⃗1

are computed at tend = 0.5, we present error statistics on these fields. Errors are computed in
the L2 norm and results are presented on their convergence order in Figure 6. We observe second
convergence as is to be expected for a time integration scheme using the midpoint and trapezoidal
rule.

Temporal convergence Dirichlet boundary conditions
We repeat the same test, but with the Dirichlet boundary conditions. The results are presented in
Figure 7. We find second convergence for the tested fields as is optimal for midpoint and trapezoidal
schemes for time integration.
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Figure 6: Temporal convergence results for the periodic two dimensional TGV problem.

Figure 7: Temporal convergence results for the aperiodic two dimensional TGV problem.
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7.2.2 Three dimensional problems

Consider a Taylor-Green Vortex (TGV) problem on Ω = [0, 2]3 with solution given by

u⃗ex(x, y, t) =


− sin(πx) cos(πy) cos(πz) exp(−2π2νt)
1

2
cos(πx) sin(πy) cos(πz) exp(−2π2νt)

1

2
cos(πx) cos(πy) sin(πz) exp(−2π2νt)

 (7.5a)

ωex(x, y, t) =


0

3π

2
sin(πx) cos(πy) sin(πz) exp(−2π2νt)

−3π

2
sin(πx) sin(πy) cos(πz) exp(−2π2νt)

 (7.5b)

pex(x, y, t) = −1

4
(cos(2πx) + cos(2πy) + cos(2πz)) exp(−2π2νt). (7.5c)

The problem is specified with either periodic boundary conditions or with Dirichlet boundary
conditions u⃗∂ = u⃗ex|∂Ω. The source function can again be found by plugging in this solution into
the Navier-Stokes equations. Again, in the results below we will always use ν = 0.1.

Spatial convergence periodic domain
To compute the spatial convergence order we compute the error at tend = 0.2 using ∆t = 0.01 with
increasingly refined periodic nodal functions of order 2 to 4. We use h = 2/4, 2/6, 2/8.

In Figure 8 the resulting errors in the L2 norm are shown in a log log plot, together with the
convergence orders of the various basis function orders. We observe optimal convergence rates for
all fields.

Spatial convergence Dirichlet boundary conditions
We repeat the same test, but with the Dirichlet boundary conditions and aperiodic basis functions.
The results are presented in Figure 9. We again observe optimal convergence rates for all fields.

Temporal convergence periodic domain
Using basis functions of order 4 and h = 2/10, we compute the error at tend = 0.5 using increasingly
refined time steps ∆t = tend/1, tend/2, tend/3, tend/4. Since only ω2 and u⃗1 are computed at
tend = 0.5, we present error statistics on these fields. Errors are computed in the L2 norm and
results are presented on their convergence order in Figure 10. We observe second convergence as is
to be expected for a time integration scheme using the midpoint and trapezoidal rule.

Temporal convergence Dirichlet boundary conditions
We repeat the same test, but with Dirichlet boundary conditions. The results are presented in
Figure 11. We again find second convergence for the tested fields as is optimal for midpoint and
trapezoidal schemes for time integration.

7.3 Conservation properties

We show results on energy conservation and dissipation rates using a lid-driven cavity problem.
For this problem we additionally show that the divergence of velocity is pointwise zero. We will
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Figure 8: Spatial convergence results for the periodic three dimensional TGV problem.

Figure 9: Spatial convergence results for the aperiodic three dimensional TGV problem.
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Figure 10: Temporal convergence results for the periodic three dimensional TGV problem.

Figure 11: Temporal convergence results for the aperiodic three dimensional TGV problem.
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show helicity conservation using manufactured solution to ensure the condition ω⃗ · n = 0 is valid
and results on helicity dissipation using a problem on a periodic domain. Further results on energy
and helicity conservation on periodic domains are shown in [1].

Energy conservation
Let us first consider a modification of the lid-driven cavity problem on a domain Ω = [0, 1]3. The
boundary conditions are given by

u⃗∂(x, y, z, t) =

{
[sin(t), 0, sin(2t)]⊤ if y = 1,

[0, 0, 0]⊤ otherwise.
(7.6)

All fields are initially zero,

u⃗|t=0 = [0, 0, 0]⊤, (7.7)

u⃗|t=0 = [0, 0, 0]⊤, (7.8)

p|t=0 = 0, (7.9)

and we use f⃗ = 0. The solution is computed using order 2 nodal functions with h = 1/3, until
tend = 10 with time step ∆t = 0.1. Results on

Kk+1
1 −Kk

1

∆t
and

Kk+ 1
2

2 −Kk− 1
2

1

∆t
(7.10)

for ν = 0 are presented in Figure 12. Results on the difference between these rates of change and
the rates computed in (6.41b) and (6.35b) are presented in Figure 13 using ν = 0.1. Note how
the differences are in the order of 10−29 and 10−15 respectively. For ν = 0 the solution to the curl
conforming problem is always identically zero, as the boundary condition disappears for ν = 0, and
the nonlinear term with borrowed vorticity also yields zero, as the velocity solution is identically
zero. The solution to the divergence conforming problem is not identically zero, but the velocity
solution is. This is a result of the initial solution containing no kinetic energy combined with kinetic
energy conservation.

Mass conservation
We consider the same modified lid-driven cavity problem. We use ν = 0.1 and compute the solution
until tend = 10 with ∆t = 0.1 using order 2 nodal functions with h = 1/3. Results on the L∞ norm
of div u⃗2 are presented in Figure 14. Note how the results are in the order of 10−17.

Helicity conservation
Now let us consider the manufactured solution problem of (7.5) on a domain Ω = [0, 1]3 with ν = 0.1
and Dirichlet boundary conditions. The solution is computed using order 2 nodal functions with h
= 1/3 until tend = 1 with ∆t = 0.01. Although the usual assumptions for helicity conservation do
not hold, we do find that the manufactured solution does conserve helicity. We present results on

Hk+ 1
2

1 −Hk− 1
2

1

∆t
and

Hk+ 1
2

2 −Hk− 1
2

2

∆t
(7.11)
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Figure 12: Results on energy conservation in a lid-driven cavity problem with ν = 0, h = 1/3,
r = 2.

Figure 13: Results on energy dissipation in a lid-driven cavity problem with ν = 0.1, h = 1/3,
r = 2.

63



Figure 14: Results on mass conservation in a lid-driven cavity problem with ν = 0.1,h = 1/3,r = 2.
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Figure 15: Results on helicity conservation in a manufactured solution problem with Dirichlet
boundary conditions where the continuous solution has constant zero helicity (7.5). Computed
using ν = 0.1, h = 1/3, r = 2.

in Figure 15. Note how the values are in the order of 10−15. This shows how the discrete solution
adheres to the helicity conservation of the continuous problem, even though this is not immediately
obvious from the derived rates (6.64) and (6.69).

To show results on helicity dissipation we reproduce a test case from [1]. Consider a periodic
domain Ω = [0, 1]3 with initial condition

u⃗|t=0 = [cos(2πz), sin(2πz), sin(2πx)]⊤, (7.12)

p|t=0 =
1

4
(cos(2πx) + cos(2πy) + cos(2πz)) , (7.13)

and ν = 0.01. Results on

Hk+ 1
2

1 −Hk− 1
2

1

∆t
−DHk

1
and

Hk+ 1
2

2 −Hk− 1
2

2

∆t
−DHk

2
(7.14)

with f⃗ ≡ 0 are shown in Figure 16 for and results with f⃗ = [sin(2πx), sin(2πx), sin(2πx)]⊤ are shown
in Figure 17. Second order nodal functions are used with h = 1/3 and the solution is computed
until tend = 10 with ∆t = 0.1. Note how all values are in the order of 10−13.

7.4 Lid-driven cavity

Let us revisit the lid-driven cavity problem, now in 2D and with the usual boundary conditions

u⃗∂(x, y, t) =

{
[1, 0, 0]⊤ if y = 1,

[0, 0, 0]⊤ otherwise.
(7.15)
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Figure 16: Results on helicity dissipation for a problem on a periodic domain with ν = 0.01, f⃗ ≡ 0,
h = 1/3 and r = 2.

Figure 17: Results on helicity dissipation for a problem on a periodic domain with with ν = 0.01,
f⃗ = [sin(2πx), sin(2πx), sin(2πx)]⊤, h = 1/3 and r = 2.
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The initial condition is selected to be the solution to the steady state Stokes problem with the
same boundary conditions. The lid-driven cavity problem is perhaps the most common benchmark
problem in computation fluid dynamics and is well studied, see for example [44], [45]. Important
characteristics of the lid-driven cavity flow are the singularities in the corners of the domain and
the corner vortices forming for smaller values of ν. We compute the solution for ν = 0.01 using
order 4 nodal functions, with h = 1/30, at tend = 1, with ∆t = 0.01. Do note that usually a steady
state solution is sought and here we simply iterate for a number of time steps. The goal here is
to show how the numerical method handles the singularities and gives rise to the counter rotating
eddies in the bottom corners, not to compare the numerical method to benchmark results. Do note
that the methodology in this thesis can be quickly extended to obtain steady state solutions by
simply regarding time independent variables and iterating towards a solution using the divergence
and curl conforming problems alternatingly, akin to Figure 3.

In Figure 18 a contour plot of the stream function is shown, colored according to the magnitude
of velocity, red implying high a velocity, blue implying a low velocity. No additional treatment has
been given to the singularities. Some potential artifacts of the singularities can be seen in the top
left corner, where two small eddies are formed where there are be none for ν = 0.01 in the steady
state problem [44].
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Figure 18: Stream function of a 2D lid-driven cavity problem, colored according to the magnitude
of the velocity. Computed with r = 4, h = 1/30, tend = 1, ∆t = 0.01.

68



8 Conclusions and future research

Conclusions
In this thesis, we extend the work done in [1] to handle Dirichlet boundary conditions. We use a
mimetic B-spline discretization to construct a weak form that adhere to a discrete de Rham com-
plex, leading to a naturally stable discretization. As in [1], we are motivated by the dual nature of
the physical field variables in the Navier-Stokes equations to use a dual-field discretization, where
each continuous field is approximated by two different discrete representations. This leads to two
different weak forms, which are solved alternatingly on staggered time sequences to propagate the
solution in time. By sharing the computed vorticity fields between the two weak forms, the nonlin-
ear term in the equations can be efficiently handled. By using a mimetic spatial discretization, a
pointwise divergence free velocity field is obtained and the used discrete fields constitute a discrete
exact de Rham complex. As a result of these properties, it is possible to derive valid conservation
properties and dissipation rates at the discrete level.

For problems on periodic domains, the numerical method conserves kinetic energy and helicity
when the Navier-Stokes equations do so too. When the Navier-Stokes equations allow for energy or
helicity dissipation, the dissipation rates of the numerical mimic their continuous counterpart. For
problems with Dirichlet boundary conditions, the same results are found with some notable addi-
tional assumptions on the problem at hand. When the problem allows for inflow into the domain,
there is an additional term contributing to the energy dissipation. Similarly, when the problem
allows for nonzero normal vorticity at the boundary, there is an additional term contributing to the
helicity dissipation.

These additional contributions cannot be meaningfully quantified within the employed approach,
and are a result of strongly enforced boundary conditions.

Furthermore, we observe optimal convergence properties. Mimetic discretizations allow for high
order spatial approximations of the fields, and for all tested orders optimal convergence orders were
found. The temporal discretization is done using a combination of the midpoint and trapezoidal
rule, this leads to second order temporal convergence, which is verified numerically.

Future research
Specific to the current extension to Dirichlet boundary conditions, future research could investigate
weak forms that do not use strong enforcement of boundary conditions. This would avoid the
additional contributions to energy and helicity dissipation noted earlier. This is already attainable
when considering boundary conditions on pressure and tangential velocity, but not for boundary
conditions on tangential and normal velocity.

A possible route to attaining this for velocity boundary conditions could be to use the pressure
solution of the curl conforming problem as a boundary condition in the divergence conforming prob-
lem. The strongly enforced boundary condition on normal velocity in the divergence conforming
problem can then be replaced by a weakly enforced boundary condition on pressure. The initial half
time step would still have to use the strongly enforced boundary condition. As both the normal and
tangential component are enforced in one of the problems, and there is a two way linking between
the problem, the velocity boundary conditions are not necessarily ‘lost’.

Furthermore, different formulation of the Navier-Stokes equations, specifically different formu-
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lations of the nonlinear term, can be investigated to potentially conserve more quantities such as
enstrophy or (angular) momentum. The nonlinear term introduced in [35] shows promising results.
As currently presented however, it requires u⃗ ∈ H1

h, which is incompatible with the methodology
presented in this work.

In [1] it was noted that the method accurately predicts the energy cascade up to scales where
the solution is not sufficiently resolved, where it over estimates the kinetic energy. The current
work has not addressed this, and the recommendation of using sub-grid scale method to address
this issue still stands.

As also noted in [1], future research could investigate mesh adaptivity using hierarchical B-
splines, see for example [46]–[48]. Since the scheme approximates each physical field using two
different discrete representations, the difference between these two approximation of the same field
can be used as an indication of local accuracy.
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