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Abstract
This paper verifies a mathematical model that is developed for the open source CFD-toolbox
OpenFOAM, which couples turbulent combustion with conjugate heat transfer. This feature
already exists in well-known commercial codes. It permits the prediction of the flame’s charac-
teristics, its emissions, and the consequent heat transfer between fluids and solids via radiation,
convection, and conduction. The verification is based on simplified 2D axisymmetric cylindrical
reactors. In the first step, the combustion part of the solver is compared against experimental
data for an open turbulent flame. This shows good agreement when using the full GRI 3.0
mechanism. Afterwards, the flame is confined by a cylindrical wall and simultaneously con-
jugate heat transfer is activated and analysed. Finally, a backward facing step is included to
increase flow complexity and the results are compared with the commercial CFD code ANSYS
Fluent. It is shown that the combustion and conjugate heat transfer are successfully coupled.
When radiation is disabled, comparable results are achieved by both solvers, while enabling
radiation leads to larger discrepancies.

Introduction
Industrial furnaces such as kilns are pyroprocessing devices in which a heat source is generated
via fuel combustion. In order to make a numerical prediction of the temperature distribution
along a solid (e.g. the material bed, furnace walls, or heat exchanger), one must model the cou-
pled effects of the occurring physical phenomena. The heat released by the fluctuating turbulent
flame may be transferred to the solid through all heat transfer modes: thermal radiation, con-
duction, and convection. Thermal radiation is transmitted to the solid directly from the flame, or
indirectly from the hot exhaust and other solids. Conduction occurs within solids and through
contact with other solid particles, while convective heat may be exchanged via any contact be-
tween gas and solids. In return, the fluctuating heat transfer affects the turbulent flow and flame
characteristics. Controlling the flame enables achieving the desired heat distribution with min-
imum emissions. Coupling combustion and heat transfer is essential to find optimal solutions
to these conflicting interests, particularly in view of increasing environmental concerns (which
view reducing the furnace emissions and fuel consumption as urgent), along with the growing
demand for an increase in furnace production rate.

Incorporating the heat transfer between fluids and solids into one mathematical problem
may be referred as conjugate heat transfer (CHT). CHT is implemented in many popular CFD
codes. There are several publications available on furnace models where combustion and CHT
are coupled. For example, in the work of Pisaroni, Lahaye and Sadi [1], the prediction of the
furnace wall heat distribution was made with CD-Adapco’s STAR-CCM+. Gao et al [2] used
ANSYS-CFX to model the heat distribution, while ANSYS-Fluent was the CFD-tool for the
works of other researchers [3, 4, 5].

To date, there are no publications on coupling turbulent combustion and CHT with the open
source CFD-toolbox OpenFOAM. OpenFOAM sets a structured object-oriented framework and
includes numerous applications to solve different kinds of CFD-related problems. The source
code is fully accessible and allows building new or modified applications while making use of



existing libraries, models and utilities to link them. OpenFOAM also allows high performance
computing using e.g. MPI and GPU’s that do not include any license costs, and hence may lead
to significant savings for large and complex problems. There are numerous studies in which
combustion solvers of OpenFOAM were benchmarked against different experiments and other
solvers (e.g. [6, 7, 8, 9]) and some include thermal radiation for the heat transfer (e.g. [10]).
The capabilities of OpenFOAM’s CHT solver have also been studied extensively and some
recent investigations into this matter, (with and without radiative heat transfer) can be found in
[11, 12, 13, 14].

Although all the necessary libraries are available in OpenFOAM to model the required
physical phenomena, there is currently no standard implementation available in the existing
releases that couples combustion and CHT. However, an implementation was recently proposed
and developed for OpenFOAM by Tonkomo LLC [15, 16], that combines the turbulent-non-
premixed-combustion solver reactingFoam with the CHT-solver chtMultiRegionFoam. This
provides new opportunities for modelling furnaces or any other combustion and heat transfer
related problem. In our work, the capabilities of the new solver are investigated by testing
it on different 2D axisymmetric cases, in increasing order of complexity, by means of RANS
simulation. The first case is an open turbulent flame from the Sandia laboratory which is used to
validate the solver’s implementation of turbulent combustion. Afterwards, CHT is also activated
by adding a cylindrical solid region that represents the furnace wall. This way, the effect of the
walls on the flame characteristics can be analysed and the heat distribution on the wall can be
determined. The results are then compared with the ones generated by ANSYS-Fluent.

Our presented work is structured as follows. First the governing equations of the problem
are highlighted, and we describe the physical models of OpenFOAM that are needed to solve
them. Second, the coupling of combustion and conjugate heat transfer is explained. Third, the
cases and their boundary conditions are presented, followed by a discussion of the results.

Governing equations and numerical models
In the fluid domain, the Favre-averaged transport equations of mass, momentum, sensible en-
thalpy and chemical species [17] are respectively described by

∂(ρ̄)

∂t
+∇ · (ρ̄ũ) = 0, (1)

∂(ρ̄ũ)

∂t
+∇ · (ρ̄ũũ) = [−∇p̄+∇ · τ̄ ]−∇ · ρ̄ũ”u”, (2)

∂(ρ̄h̃)

∂t
+∇ · (ρ̄ũh̃) =

D

Dt
p+∇ · ( λ

cp
∇h̃− ρ̄h̃”u”) + Q̃, (3)

∂(ρ̄Ỹα)

∂t
+∇ · (ρ̄ũỸα) = ∇ · ρΓ∇Yα + R̃α −∇ · ρ̄Ỹα”u”, (4)

where ρ is the density, u the velocity, p the pressure, τ the shear stress tensor, h the specific
sensible enthalpy, λ the fluid conductivity, cp the specific heat capacity at constant pressure, Q
a heat source, Yα the species mass fraction of species α, Γ the species diffusion coefficient and
R the reaction rate of species α. The over-bar and tilde notations stand for the average values,
while the double quotation marks denote the fluctuating components due to turbulence. Note
that several source terms (such as body forces and viscous heating) are neglected.

For solid regions, only the energy transfer needs to be solved and therefore the equation of
enthalpy for solids, which is the following heat equation, has to be added to the list of transport



equations 1-4:

∂(ρ̄h)

∂t
= ∇ · (λs∇T ) +Q, (5)

where λs is the solid thermal conductivity and T the temperature. Except for equation 5, un-
closed terms appear due to the Favre averaging that will be treated here.

Turbulence
The unknown Reynolds stresses (last term of equation 2) are solved by employing the Boussi-
nesq hypothesis that is based on the assumption that in turbulent flows, the relation between the
Reynolds stress and viscosity is similar to that of the stress tensor in laminar flows, but with
increased (turbulent) viscosity:

−∇ · ρ̄ũi”uj” = µt

(
∂ui
∂xj

+
∂uj
∂xi

)
− 2

3

(
ρk + µt

∂uk
∂xk

)
δij, (6)

where µt is the turbulent viscosity and k the turbulent kinetic energy. The Reynolds stresses are
closed with the Realizable k-ε turbulence model [18], which is widely known for its superior
capability over the Standard and RNG k-ε models in predicting the mean of the more complex
flow features. The model solves two additional transport equations: one for the turbulent kinetic
energy k, and the other for its dissipation rate ε

∂(ρ̄k)

∂t
+∇ · (ρ̄ũk) = ∇ ·

[(
µ+

µt
θk

)
∇k
]

+ µt

(
∂ui
∂xj

)2

− ρ̄ε, (7)

∂(ρ̄ε)

∂t
+∇ · (ρ̄ũε) = ∇ ·

[(
µ+

µt
θε

)
∇ε
]

+ ρ̄c1Sε− ρ̄c2
ε2

k +
√
νε
, (8)

where θk,θε and c2 are constants. S is the modulus of the mean strain rate tensor, defined as
S =

√
2SijSij and c1 is a function of k, ε and S. Again, note that the effect of buoyancy and

other source terms are neglected. With k and ε, the turbulent viscosity can be determined by the
following relation:

µt = ρ̄cµ
k2

ε
, (9)

where in the Realizable k-ε model, cµ is a function of k, ε, the mean strain rate and the mean
rotation rate. This is one of the major differences compared to the other k-ε models where cµ is
a constant.

The turbulent scalar fluxes ρ̄φ̃”u” for the scalar chemical species and scalar sensible en-
thalpy (both denoted as φ) are closed with the Gradient diffusion assumption

− ρ̄φ̃”u” = ∇ · (Γtφ̃), (10)

where Γt is the turbulent diffusivity determined by (assuming Lewis number = 1) the turbulent
viscosity µt and turbulent Prandtl number Prt: Γt = µt/Prt.

Combustion
The mean chemical source term R̃α is closed with the Partially Stirred Reactor (PaSR) model.
The model developed at Chalmers university (see [19] for the full derivation) allows for the
detailed Arrhenius chemical kinetics to be incorporated in turbulent reacting flows. It assumes
that each cell is divided into a non-reacting part and a reaction zone that is treated as a perfectly
stirred reactor. The fraction is proportional to the ratio of the chemical reaction time tc to the



total conversion time tc + tmix:

γ =
tc

tc + tmix
. (11)

The turbulence mixing time tmix characterizes the exchange process between the reacting and
non-reacting mixture, and is determined via the k-ε model as

tmix = cmix

√
µeff
ρ̄ε

, (12)

where cmix is a constant and µeff is the sum of the laminar and turbulent viscosity. Then the
mean source term is calculated as R̃α = γRα, where Rα is the laminar reaction rate of species
α and is computed as the sum of the Arrhenius reaction rates over the NR reactions that the
species participate in:

Rα =

NR∑
r=1

R̂α,r, (13)

where R̂α,r is the Arrhenius rate of creation/destruction of species α in reaction r. For a re-
versible reaction, the Arrhenius rate is given by

R̂α,r = ψf,r

NR∏
r=1

[Cβ,r]
η′`,r − ψb,r

NR∏
r=1

[Cβ,r]
η′′m,r , (14)

where Cβ,r is the concentration of species β in reaction r, η′`,r is the rate exponent for reactant `
in reaction r, η′′m,r is the stoichiometric coefficient for product m in reaction r, and ψf,r and ψb,r
are respectively the forward and backward rate constants given by the Arrhenius expressions.

The chemical time scale can be determined with the following relation:

1

tc
= max

(
−∂Rα

∂Yα

1

ρ̄

)
. (15)

Energy
The thermal conductivity λ in the averaged transport of sensible enthalpy (equation 3) is re-
placed by the effective conductivity λeff , which incorporates the unknown turbulent scalar flux.
Using equation 10, λeff is defined by the Standard and Realizable k-ε models as

λeff =
µ

Pr
+

µt
Prt

, (16)

where the turbulent Prandtl number, from experimental data, has and average value of 0.85. The
mean source term Q̃ can be split up into the heat sources due to combustion and radiation. The
combustion heat source follows from the calculation of the mean species source term (enthalpy
of formation). The mean radiative source term is elaborated in the following section.

Radiation
Mathematically, the Radiative Transfer Equation (RTE) for an emitting-absorbing-scattering
non-grey medium is described as

dIχ(~r, ~s)

ds
= −κχIχ(~r, ~s)︸ ︷︷ ︸

absorption

+κχIbχ(~r)︸ ︷︷ ︸
emission

− ξχIχ(~r, ~s)︸ ︷︷ ︸
’out’ scattering

+
ξχ
4π

∫
4π

Iχ(~r, ~s∗)Φ(~s∗, ~s)dΩ∗︸ ︷︷ ︸
’in’ scattering

, (17)



where for each wavelength χ, I is the spectral radiation intensity at point ~r propagating along
direction ~s, κ and ξ are respectively the absorption and scattering coefficients of the medium,
and Φ(~s∗, ~s) is the scattering phase function. The ratio Φ(~s∗, ~s)/4π represents the probability
that radiation propagates in direction ~s∗ and is confined within solid angle dΩ∗. The black-body
intensity Ib is given by Planck’s law:

Ibχ =
c1

πχ5(exp(c2/(χT )− 1)
, (18)

where c1 and c2 are constants. In combustion systems where the fuel is a gas, scattering can be
neglected, hence the last two terms of equation 17 are left out.

To obtain the divergence of the radiative heat flux∇ · qR as the source term for the enthalpy
transport equation, the RTE is integrated in both spectral variable and solid angle of 4π. The
Discrete Ordinates Method (DOM) solves the RTE for a set of discrete directions, which span
the total solid angle range of 4π around a point in space. The integrals over solid angles are
approximated using a numerical quadrature rule. Therefore, the RTE may be written as follows
for direction ~sm:

dIm

ds
= −κχIm + κχIb, (19)

where superscript m (1 ≤ m ≤ M ) denotes the m-th direction and M is the total number of
discrete directions.

To solve equation 19, the local absorption coefficient of the gas mixture has to be deter-
mined. This is a function of gas composition, temperature, wavelength, and pressure. Within the
radiation spectrum, the individual species absorb and emit through thousands of wavelengths,
which makes it too expensive to calculate for all of them. Although models exist that average
the amount of the wavelength lines up to a handful of broad bands (Wide Band Model), we
chose to apply the grey gas assumption where the absorption coefficient is an average over the
whole spectrum. This is a crude simplification and may lead to significant errors [20]. Never-
theless, the model still accounts for the gas composition, temperature and pressure so that the
absorption coefficient can be calculated with a polynomial for each species,

κα =
6∑
p=1

ap,α · T p−1, (20)

where T is the local gas temperature and the polynomial coefficients ap,α are specified for
species α at a certain pressure.

Radiation has to be treated differently when considering solids. In combustion systems solid
boundaries are generally opaque and may be assumed to be grey and diffuse [20]. A property of
grey bodies is that they are independent of the spectral variable (e.g. wavelength). If the solid is
diffuse, its radiative properties are also independent of direction, so that emission and reflection
happen diffusely (neglecting specular reflection). The boundary condition will be [21]

Isχ(~s) = κsIbs +
1− κs
π

∫
~n·~s<0

Is(~s)|~n · ~s|dΩ, (21)

where the subscript s denotes the solid-region and κs is the solid emissivity.

Summary
In short, the following physical models for the solver are chosen for the test cases. The Reynolds
stresses are closed with the Realizable k-ε model, and the PaSR model was used for the mean



species source term. The 2-step Westbrook and Dryer reaction mechanism [22] is used for all
test cases, while the GRI 3.0 mechanism [23] is only used for validation. The mean radia-
tive heat source is modelled using the DOM and the species emissivities are determined with
OpenFOAM’s sub-model greyMeanAbsorptionEmission.

Conjugate heat transfer
Now that equations have been treated individually for the fluid and solid domains, the thermal
energy transport must be coupled. This is also known as conjugate heat transfer (CHT). The
classic method for calculating the heat transfer between a fluid and a solid is based on the pro-
portional relation of the heat flux to the heat transfer coefficient and the temperature difference
between wall and gas. The convective heat transfer coefficient is related to the Nusselt number,
which is derived from empirical relations. To replace the empirical relations, methods have
been developed that are based on a strictly mathematically-stated problem, describing the heat
transfer between solid and fluid domains as a result of their interaction. To solve CHT prob-
lems, two important conditions are required at the interface of the domains to ensure continuity
of both the temperature and heat flux:

Tf,int = Ts,int (22)

and

λf
∂Tf
∂y

∣∣∣∣
int,y=+0

= λs
∂Ts
∂y

∣∣∣∣
int,y=−0

, (23)

where the subscripts f , s and int respectively stand for fluid, solid and interface. y is the
local coordinate normal to the solid. The three heat transfer modes needed to calculate the heat
transfer at the interface will be elaborated in the following subsections.

Convective heat transfer
An idea to calculate the convective heat transfer in turbulent flows would be to replace λf
in equation 23 with the effective conductivity λeff , and to solve the temperature at the wall
adjacent cell. However, k-εmodels do not account for wall dampening effects due to the no-slip
condition. Normally in free stream flow, viscous stresses are negligible compared to Reynolds
stresses. However, close to the wall, the wall shear stress dampens out the velocity fluctuations,
and at the wall, where ~ui = 0, the Reynolds stresses are also zero. This means that the total shear
stress at the wall is due to the viscous contribution, which also causes the mean velocity profile
at the boundary layer to be logarithmic. Even other two-equation turbulence models that do
incorporate wall dampening are unable to predict this accurately, unless the wall is extremely
refined to capture the very sharp velocity gradients and the complex three-dimensional flow
near the wall. This would require a substantial increase in computational power to solve. An
alternative is to apply wall functions that make use of the universal behaviour of the flow near the
wall [21]. Assuming that the flow behaves like a fully developed boundary layer, the gradients
of both the velocity and temperature at the cells adjacent to the wall interface boundary can be
well predicted without a need for extreme refinement near the wall.

Wall functions
The foundation of the standard wall functions comes from the ‘Law of the wall’ (or the log law),
which states that the average velocity of the turbulent flow near the wall is proportional to the
logarithm of the normal distance from the wall. The log law was first published by von Kármán
and is governed by the following relation

u+ =
1

K
ln(Ey+), (24)



where the constantK is known as the Von Kármán constant and, based on experiments, is equal
to K ≈ 0.41. The wall roughness parameter E is equal to E ≈ 9.8 for smooth walls, and for
rough walls other values can be assigned. y+ is the non-dimensional normal distance from the
wall and u+ is the non-dimensional velocity parallel to the wall, determined by

y+ =
yuτ
ν

u+ =
u

uτ
uτ =

√
τw
ρ̄
, (25)

where uτ is the friction velocity and τw is the wall shear stress. By making use of the log law,
it can be derived that (see e.g. [24], [25]) the kinetic energy and energy dissipation at the wall
adjacent cells can be found with the following relations

kP =
u2τ√
cµ

εP =
u3τ
Ky

, (26)

where the subscript P denotes the cell node coordinate adjacent to the wall. Using equations 9
and 16, µt and λeff in the boundary layer can also be found.

Thermal conduction
Heat transfer to the wall boundary from a solid cell is computed as

q =
λs
∆n

(Tw − Ts), (27)

where λs and Ts are the thermal conductivity and local temperature of the solid respectively,
and ∆n is the distance between wall surface and the solid cell centre.

Radiative heat transfer
Adding radiation to the problem and integrating equation 21 alters the interface condition 23 to:

• from fluid to solid

λeff
∂Tf
∂y

∣∣∣∣
int,y=+0

+ qrad,in = λs
∂Ts
∂y

∣∣∣∣
int,y=−0

, (28)

• from solid to fluid

λeff
∂Tf
∂y

∣∣∣∣
int,y=+0

= λs
∂Ts
∂y

∣∣∣∣
int,y=−0

− qrad,out, (29)

where qrad,in is the incident radiative heat flux

qrad,in =

∫
~n·~s<0

Is(~s)|~n · ~s|dΩ (30)

and qrad,out is the radiative heat flux leaving the solid surface

qrad,out =
1

π

[
κsσT

4 + (1− κs)qrad,in
]
, (31)

where σ is the Stefan–Boltzmann constant 5.670373× 10−8 Wm−2K−4

Conjugation
Dorfman [26] describes different methods to perform conjugation between the solution do-
mains of which OpenFOAM’s current standard solver chtMultiRegionFoam applies the iterative



method, where the equations of the fluid and solid domains are solved separately. The idea of
this approach is that each solution for one of the domains produces a boundary condition along
the interface for the other. The process starts by solving the fluid domains in assigned order,
with an initial guess of the temperature distribution at the interface. The heat flux distribution
obtained at the interfaces is then used to solve the energy transport in the solid domains and
to obtain a new temperature distribution, and so on. If this process converges, the iterations
continue until a desired accuracy is achieved. However, depending on the domain sizes, the rate
of convergence may depend highly on the initial guess.

Numerical Set-up
Test cases
The solver is tested on three methane-air combustion cases. In the first case, the implementation
of combustion in the new solver is validated with experimental data from a turbulent piloted dif-
fusion flame from the Sandia National Laboratories (Sandia Flame D). The burner dimensions
can be found here [27].

For the second case, CHT is activated and the Sandia Flame D is confined by a cylindrical
wall made of refractory material, with inner and outer diameters of respectively 300 and 360
mm. The axial length of the calculation domain (excluding fuel and pilot channels) is 600 mm.
The boundary conditions of the two cases can be found in Table 1, and the wall dimensions and
properties are shown in Table 2.

As a the third case, a geometry is designed to introduce circulation in the flow. For this
reactor, the dimensions are adopted from the Burner Flow Reactor (BFR) in [28], with some
major differences. Rather than using swirling air for flame stabilization, we chose to use hot
co-flow that is injected axially. We left out the narrowed exhaust pipe to increase the adverse
pressure gradient along the central axis, causing the jet to decelerate more, and thus further
improve flame stability. The notion behind these modifications is to have a simpler flow, similar
to that of a backward facing step, which we can better understand in 2D. The final geometry
is shown schematically in Fig. 1, where the fuel channel diameter is 10 mm and the hot co-
flow inner and outer diameters are respectively 11 mm and 200 mm. The fuel tube has a wall
thickness of 0.5 mm. The boundary conditions are shown in Table 3 and the wall material is the
same as for case 2. The operating power is 200 kW with a fuel-air equivalence ratio of 0.8.

Table 1: Boundary and initial conditions for Sandia Flame D. zG stands for the Neumann boundary condition
zeroGradient. The axial-velocities are expressed in m/s, and the temperatures in K. Species are denoted in mass
fractions.

Variable Fuel jet Pilot jet Co-flow Gas-wall
interface

Outer wall
surface

Side wall
surfaces

Uaxial (m/s) 49.6 11.4 0.9 0 - -
T (K) 294 1880 291 Coupled 291 zG
YCH4 0.1561 0 0 zG - -
YO2 0.1966 0.054 0.23 zG - -
YN2 0.6473 0.742 0.77 zG - -
YH2O 0 0.0942 0 zG - -
YCO2 0 0.1098 0 zG - -

Numerical methods
The computational domains of cases 1 to 3 consist of respectively 38000, 45000 and 43000
quadrilateral cells. The 1st order implicit Euler discretization scheme is used for the unsteady
terms and a central differencing scheme for the gradient and Laplacian terms. The convection



Table 2: Thermal properties of the refractory material.

Density ρ Thermal
conductivity λs

specific heat
capacity cp

emissivity κs

2800 kgm−3 2.1 Wm−1K−1 860 Jkg−1K−1 0.6 m−1

Figure 1: Schematic geometry of the modified BFR. Dimensions are denoted in mm.

Table 3: Boundary and initial conditions for the modified BFR. zG stands for the Neumann boundary condition
zeroGradient. The axial-velocities are expressed in m/s, and the temperatures in K. Species are denoted in mass
fractions.

Variable fuel jet co-flow gas-wall
interface

outer wall
surface

side wall
surfaces

Uaxial (m/s) 82.22 6.619 0 - -
T (K) 300 800 Coupled 300 zG
YCH4 1 0 zG - -
YO2 0 0.234 zG - -
YN2 0 0.766 zG - -

terms for velocity, enthalpy, chemical species and radiation intensity are discretized using the
2nd order upwind scheme while for the kinetic energy and energy dissipation this is done with
the 1st order upwind scheme. The time step is determined from the max Courant number which
is set to 0.4.

The generated linear system of equations is solved as follows. The mass fluxes are solved
using the Preconditioned Conjugate Gradient (PCG) method using the diagonal incomplete
Cholesky factorization as preconditioner, while the equations for pressure and radiation in-
tensity are solved with the geometric-algebraic multi-grid method. The remaining variables are
solved with the Preconditioned Bi-CG (PBiCG) method and using the diagonal incomplete LU
factorization as preconditioner, which is suitable for non-symmetric sparse matrices caused by
the convection terms.

Simulation procedure
The simulations run until convergence is observed with the maximum gas temperature, maxi-
mum solid temperature, average outlet temperature and average outlet CO2 fraction. The com-
putation starts with a solved non-reacting turbulent flow field as initial state. It is observed that
for cases 1 and 2 the solution converges after 0.15 s in physical time, whereas for case 3 this is
after 0.3 s.



Verification with ANSYS-Fluent R©
In order to verify the new solver, the results of case 3 are compared with the results of ANSYS-
Fluent. The test-case in Fluent is therefore set-up as close as possible to that of multiRegion-
ReactingFoam. However, there are two major differences: the combustion model PaSR and
the radiation sub-model greyMeanAbsorptionEmission are not available in Fluent. Therefore,
the combustion model of choice for Fluent is the Eddy Dissipation Concept model, which for
the most part shares its philosophy with the PaSR model. The gas mixture’s absorption coef-
ficients are computed with a more advanced grey gas assumption model, the Weighted Sum of
Gray Gases (WSGG), where the absorption coefficients also depend on beam length and partial
pressures of the gas species.

Results and discussion
Case 1
In Fig. 2 the temperature along the axis of symmetry is plotted. It shows that the multiRe-
gionReactingFoam’s prediction is identical to that of reactingFoam, as would be expected when
CHT is switched of. Both solvers over-predict the ignition delay, temperature rise and peak
temperature with the 2-step reaction mechanism. When using the full GRI mechanism, these
features are better captured and show good agreement.

Figure 2: Temperature progression along the centre
line (Case 1).

Figure 3: Contour plot of the temperature (Case 2).

Case 2
Now that a wall is introduced around the Sandia Flame D, it absorbs some of the energy, as can
be seen in Fig. 3. Fig. 4 shows a decomposition of the heat transfer to the wall in which the
wall is being heated only due to thermal radiation. The wall is not heated via convection due to
the fact that the hot gas heated by the flame leaves the domain before coming into contact with
the wall. In fact, the convective heat transfer part plays a cooling role by transferring some of
the wall’s heat to the cold adjacent air, hence the negative contribution. The radiative energy
absorption by the wall has an additional cooling effect on the flame, as can be seen in Fig. 2.

Case 3
For this case, first a comparison is made with a non-reacting flow. Fig. 5 shows the agree-
ment of the cold flow velocity profiles predicted by both solvers. A small difference can be
noticed in maximum velocity at the centre line. For the second comparison, combustion is in-
cluded without thermal radiation. In the contour plot of the temperature (Fig. 7), similar flame
characteristics can be noticed, such as the flame’s length and position. Although the maximum
temperature differs only by 23 K, the hot spots are located at different regions. This is influenced
by the different prediction of the temperature distribution (and probably also by the species and



Figure 4: Heat flux along the inner wall surface (Case
2). q_t, q_r and q_c are respectively the total, radiative
and convective heat fluxes.

Figure 5: Comparison of the axial velocity profiles plotted in ra-
dial direction y at several positions x/D. D is the gas chamber
diameter and Uavg is the average inlet velocity of 6.8077ms−1.

flow speed) in the recirculating gas. However, along the centre line, the temperatures are in very
good agreement (Fig. 6). Because of the flow recirculation, the hot gases are now entrained to-
wards the wall and have a large effect on the heat exchange with the solid. Fig. 8 shows the heat
transfer along the inner wall surface, which is only due to the convective heat transfer. The heat
transfer peaks near the reattachment point, where the flow practically impinges on the surface
(see Fig. 9). Although the overall behaviour of the heat transfer is predicted similarly by both
solvers, a notable difference of maximum 20% is noticed at the peak.

When radiation is activated both solvers predict higher wall heat transfer (Fig. 10) and
lower flame temperature (Fig. 6). Both solvers show two peaks in radiative heat transfer of
which the central peak is primarily due to the flame, while the downstream peak originates
from the outlet boundary. Since the outlet has an emissivity value set at 0.5 m−1 (an estimate
of the gas products) and its position right downstream of the flame (high temperature), it acts
as an additional radiation source. Another agreement is that the convective heat transfer plays
a minor role as the hot gas loses its energy through radiation before reaching the wall. The
maximum heat transfer predictions differ by less than 10%. However, the discrepancies are
more noticeable, especially when comparing the radiative heat transfer to the wall. There is a
clear difference in both magnitude and location of the first peak. Also the local minimum and
maxima are more pronounced in OpenFOAM. Comparing with the results of the case where
radiation is switched off, it can be reasoned that the discrepancies in temperature, convective
heat flux and total heat flux are affected by the different predictions of thermal radiation.

Figure 6: Temperature progression along the
central axis of the gas chamber.

Figure 7: Comparison of the contour plots of the tempera-
ture (K) in Case 3 (radiation switched off).



Figure 8: Heat flux (radiation OFF) along the
inner wall surface of Case 3. q_c is the convec-
tive heat flux, which for this case is equal to the
total heat flux q_t. OF = OpenFOAM.

Figure 9: Comparison of the stream patterns

Figure 10: Heat flux (radiation ON) along the inner wall
surface of Case 3. q_t, q_r and q_c are respectively the total,
radiative and convective heat fluxes. OF = OpenFOAM.

Conclusions
This work has shown that OpenFOAM’s standard solvers reactingFoam and chtMultiRegion-
Foam are succesfully implemented in the new solver multiRegionReactingFoam. This enables
the modelling of combustion with conjugate heat transfer. The results of the new solver, with
conjugate heat transfer turned off, are identical to reactingFoam and good agreement is shown
with experiments when using the full GRI mechanism. With conjugate heat transfer switched
on and without thermal radiation, good qualitative and quantitave agreements are shown with
the results generated by Fluent. However, when thermal radiation is involved the agreements
aggravate. Whether or not the wall function of the thermal diffusivity should be improved re-
quires validation. In order to mitigate the influence of radiation by the outlet boundary it is
recommended to add more distance between the outlet and the flame, or to use a colder refer-
ence temperature at the boundary. This can be enabled in OpenFOAM by modifying the code
and creating an additional reference temperature field for the radiation model to extract from.
Finally, since the temperature of the outer wall surface is fixed to a certain value, a realistic
approach would be to change the temperature to a free variable and include radiative and con-
vective heat losses at the boundary to allow a more accurate prediction of the heat distribution
in the solid and the hot gas mixture.
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Nomenclature

C concentration
c constant
cp specific heat capacity at constant pres-

sure
E Wall roughness parameter
h specific sensible enthalpy
I radiation intensity
K Von Kármán constant
k turbulent kinetic energy
p pressure
Pr Prandtl number
Q heat flow rate
q heat flux
R (laminar) reaction rate
r radiant beam point
S modulus of the mean strain rate tensor
s radiant beam direction
T temperature
t time
u velocity

Y mass fraction
y coordinate normal to the wall
δ Dirac delta function
ε turbulence dissipation rate
Γ diffusion coefficient
γ time ratio
θ constant
κ absorption coefficient
λ conductivity
µ dynamic viscosity
ν kinematic viscosity
ξ scattering coefficient
ρ density
σ Stefan-Boltzmann constant
τ shear stress tensor
Φ scattering phase function
φ a scalar
χ wavelength
Ω solid angle

Subcripts

b black body
c chemical reaction / convective
eff effective
f fluid
i 1st Cartesian axis direction
int domain interface
j 2nd Cartesian axis direction
k 3rd Cartesian axis direction
` reactant
m reaction product
mix turbulent mixing

P wall-adjacent fluid cell node coordinate
p polynomial coefficient number
r radiation
rad radiation
s solid
t turbulent
w wall
α chemical species
β chemical species
τ shear-

Superscripts

” turbulent fluctuation component
¯ average

˜ Favre average
+ non-dimensional
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