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Abstract

The GMRES method proposed in [8] is a popular method for the iterative solution of sparse linear systems with an unsymmetric nonsingular matrix. We propose in [13] a variant of the GMRES algorithm, GMRESR, in which it is allowed to take a different preconditioner in each iteration step. Here some properties of this approach are discussed and illustrated with numerical experiments. We compare GMRESR with GMRES, Bi-CGSTAB [11] and FGMRES [7].
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1 Definitions and properties of the GMRESR method. We specify the GMRESR method given in [13] and summarize some of its properties.

1.1 Definitions. In this subsection we give the GMRESR method [13]. The new idea behind the GMRESR method is to use a preconditioning which may be different for each iteration step. We obtain the preconditioning by carrying out a number of GMRES steps in what may be regarded as an inner loop. However, any other process, which approximates \( A^{-1} y \) for a given vector \( y \), can be chosen (e.g. LSQR [6], Bi-CGSTAB [11], QMR [3] or GMRESR). Furthermore, the choice of the process used in the inner loop may be different in each iteration. Note that one can use GMRESR in a recursive way, which motivates the name of the method GMRESR (recursive).

We denote the approximate solution of \( A^{-1} r \) by \( P_m(A)r \), where \( P_m \) represents the GMRES polynomial that is implicitly constructed in \( m \) iteration steps of GMRES. Note that this polynomial depends on the residual \( r \), so that we have effectively different polynomials in different steps of the outer iteration. We will make this dependence explicit by adding the number of the current outer iteration as an index to \( P : P_{m,k}(A)r_k \).

The resulting process, GMRESR, is represented by the following iteration scheme for the solution of \( Ax = b \):

GMRESR algorithm ([13])

1. Start: Select \( x_0, m, \text{eps}; \)
   \( r_0 = b - Ax_0, \ k = -1; \)
while \( \| r_{k+1} \|_2 > \epsilon_p \delta \) do
\[ k := k + 1, \quad u^{(0)}_k = P_{m,k}(A)r_k, \quad c^{(0)}_k = A u^{(0)}_k; \]
for \( i = 0, \ldots, k - 1 \) do
\[ \alpha_i = c_i^T c^{(i)}, \quad c^{(i+1)}_k = c^{(i)}_k - \alpha_i c_i, \quad u^{(i+1)}_k = u^{(i)}_k - \alpha_i u_i; \]
endfor
\[ c_k = c_k^{(k)} / \| c_k^{(k)} \|_2; \quad u_k = u_k^{(k)} / \| c_k^{(k)} \|_2; \]
\[ x_{k+1} = x_k + u_k c_k^T r_k; \]
\[ r_{k+1} = r_k - c_k c_k^T r_k; \]
endwhile.

Note: In the remainder of this paper, the process to calculate \( u^{(0)}_k \) is called the inner loop of the GMRESR method. If GMRES in the inner loop stagnates we obtain \( u^{(0)}_k = 0 \) and the method breaks down. In such a case we avoid break down by using one step of LSQR \([6]\) in the inner loop: \( u^{(0)}_k = A^T r_k \). In Section 6 we give a motivation for this choice and specify some examples where the LSQR switch gives a much better convergence behaviour.

A more practical scheme, in our opinion, arises when the outer iteration is restarted after \( ls \) iterations, in order to limit memory requirements, or to include only updates from the last \( lt \) outer iterations (a truncated GMRESR version). The resulting scheme is denoted by GMRESR \((ls, lt, m)\). In Section 3 we give other truncation strategies and compare restarting and truncation for some test problems.

1.2 Properties. In this subsection we summarize some properties of GMRESR without restarting or truncation. This method is denoted by GMRESR\((m)\). For the proofs of these properties we refer to \([13]\). We assume that the inner iteration is always started with initial guess \( u^{(0)}_{k,0} = 0 \) (note that in this notation \( u^{(0)}_k = u^{(0)}_{k,m} = P_{m,k}(A)r_k \)).

In the GMRESR algorithm \( c_k \) is undefined if \( c^{(k)} = 0 \). If this happens, while \( r_k \neq 0 \), then we will speak of a breakdown of GMRESR.

The next theorem says that GMRESR\((m)\) is a robust method, and that it is a minimum residual method.

Theorem 1.1
\( (a) \) GMRESR\((m)\) does not break down,
\( (b) \) In GMRESR\((m)\) the residual \( r_k \) is minimized over the space
\[ r_0 + span\{c_0, c_1, \ldots, c_{k-1}\}. \]

It is easily seen that Theorem 1.1 \( (b) \) implies that \( r_k = 0 \), for some \( k \leq n \), so GMRESR is a finite method.

In \([13]\) we show that the norm of the \( k \)-th GMRESR\((m)\) residual is larger than or equal to the norm of the full GMRES residual after \( k \cdot m \) iterations. This implies that GMRES takes at least as many matrix vector products as full GMRES in order to obtain comparable accuracy.

The following lemma states that it is never necessary to compute the inner approximation more accurately than the outer one.
Lemma 1.2

If the norm of the $j$-th inner loop residual $\|r_k - Au^{(0)}_{k,j}\|_2$ is less than $\epsilon$, where $j \leq m$, then it is proved in [13] that using $u^{(0)}_k = u^{(0)}_{k,j}$, the outer loop residual satisfies $\|r_{k+1}\|_2 < \epsilon$.

From this lemma it follows that it is not necessary to apply $m$ iterations in the final inner loop. If the inner loop residual satisfies the stopping criterion for $j < m$ one can stop the inner iteration process and use the approximation $u^{(0)}_{k,j}$ of $A^{-1}r_k$ as the final search direction. In general this saves some CPU time.

1.3 The choice of $m$. In order to compare the efficiency of GMRES and GMRESR($m$), estimates for the amount of work and the required memory of both methods are listed in Table 1.

<table>
<thead>
<tr>
<th>method</th>
<th>GMRES</th>
<th>GMRESR($m$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>steps</td>
<td>$m_g$</td>
<td>$m_{gr}$</td>
</tr>
<tr>
<td>matvec</td>
<td>$m_g$</td>
<td>$m_{gr} \cdot m$</td>
</tr>
<tr>
<td>vector updates</td>
<td>$\frac{1}{2} m_g^2$</td>
<td>$m_{gr} \cdot \left(\frac{m_g}{2} + m_{gr}\right)$</td>
</tr>
<tr>
<td>inner products</td>
<td>$\frac{1}{2} m_g^2$</td>
<td>$m_{gr} \cdot \left(\frac{m_g}{2} + m_{gr}\right)$</td>
</tr>
<tr>
<td>memory vectors</td>
<td>$m_g$</td>
<td>$2m_{gr} + m$</td>
</tr>
</tbody>
</table>

Table 1: Amount of work and memory for GMRES and GMRESR($m$)

It appears from our numerical experiments that in many cases $m_{gr} \cdot m$ is approximately equal to $m_g$. This observation is used to derive optimal choices for $m$ with respect to work and required memory. In the following, we assume that a vector update costs as much as an inner product. Using $m_{gr} = m_g / m$ it appears that the minimal amount of work is attained for $m = \sqrt[3]{3m_g}$, and it is less than $2.5 m_g^{4/3}$. Note that the amount of work of GMRES is equal to $m_g^2$. With respect to memory requirements the optimal value is equal to $m = \sqrt{2m_g}$, so the amount of memory for GMRESR($m$) is equal to $2\sqrt{2m_g}$. This combined with Table 1 implies that for large value of $m_g$, GMRESR($m$) needs much less memory than GMRES. Both optimal values of $m$ are slowly varying with $m_g$. Thus a given $m$ is near-optimal for a wide range of values of $m_g$. Note that the optimal $m$ with respect to work is in general less than the optimal $m$ with respect to memory. It depends on the problem and the available computer, which value is preferred. In our experiments we observe that for both choices the amount of work and required memory is much less than for GMRES.

2 Numerical experiments. In this section we illustrate the theoretical properties of GMRESR with experiments.

In our numerical experiments we use a linear system obtained from a discretization of the following pde:

$$-(\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2}) + \beta(\frac{\partial u}{\partial x} + \frac{\partial u}{\partial y}) = f \text{ on } \Omega,$$

$$u|_{\partial \Omega} = 0.$$
where $\Omega$ is the unit square. The exact solution $u$ is given by $u(x, y) = \sin(\pi x) \sin(\pi y)$. In the discretization we use the standard five point central finite difference approximation. The stepsizes in $x$- and $y$-direction are equal. We use the following iterative methods: GMRES(m), Bi-CGSTAB, and GMRESR(m). We use a more or less optimal choice of $m$ to obtain results using GMRES(m). We start with $x_0 = 0$ and stop if $\|r_k\|/\|r_0\| \leq 10^{-12}$.

In Table 2 we present results for GMRESR(m). CPU time is measured in seconds using 1 processor of a Convex $C - 3820$. Using full GMRES we observe that $m_g = 183$, which means, that one needs 183 vectors in memory. Furthermore full GMRES costs

<table>
<thead>
<tr>
<th>$m$</th>
<th>4</th>
<th>8</th>
<th>12</th>
<th>16</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{gr}$</td>
<td>47</td>
<td>25</td>
<td>19</td>
<td>16</td>
<td>14</td>
</tr>
<tr>
<td>$m \cdot m_{gr}$</td>
<td>188</td>
<td>200</td>
<td>228</td>
<td>256</td>
<td>280</td>
</tr>
<tr>
<td>CPU time</td>
<td>0.82</td>
<td>0.57</td>
<td>0.68</td>
<td>0.83</td>
<td>1.01</td>
</tr>
<tr>
<td>memory vectors</td>
<td>98</td>
<td>58</td>
<td>50</td>
<td>48</td>
<td>48</td>
</tr>
</tbody>
</table>

Table 2: The results for GMRESR(m) with $\beta = 1$ and $h = 1/50$.

4.4s CPU time. Note that for small values of $m, m_{gr} \cdot m$ is approximately equal to $m_g$. Suppose $m_g$ is unknown and we use $m_{gr} \cdot m$ as an approximation of $m_g$. Then using the formulas given in Section 1.3, we obtain the following bounds for the optimal values of $m$:

work: $\sqrt{3.188} = 8.3 < m < 9.4 = \sqrt{3.280}$,

memory: $\sqrt{2.188} = 19.4 < m < 23.7 = \sqrt{2.280}$.

Comparing this with Table 2 we note that there is a good correspondence between theory and experiments in this example. As expected, the optimal value of $m$ with respect to memory is larger than with respect to work. However, for both choices of $m$ we observe a considerable gain in computing time and memory requirements.

Results comparing the three iterative methods are shown in Table 3. It appears that

<table>
<thead>
<tr>
<th>method</th>
<th>iterations</th>
<th>matvec</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMRES(32)</td>
<td>1355</td>
<td>1355</td>
<td>26</td>
</tr>
<tr>
<td>Bi-CGSTAB</td>
<td>237</td>
<td>474</td>
<td>1.7</td>
</tr>
<tr>
<td>GMRESR(10)</td>
<td>36</td>
<td>360</td>
<td>4.3</td>
</tr>
</tbody>
</table>

Table 3: Results for $\beta = 1$ and $h = 1/100$.

GMRESR(10) is better than GMRES(32). Although Bi-CGSTAB uses less CPU time, it uses more matrix vector products than GMRESR(10).

In Table 4 we take the stepsize $h = 1/100$ and $\beta$ a function of $x$ and $y$ as follows:

$$\beta(x, y) = \begin{cases} 
1 & \text{for } x, y \in \left[\frac{1}{2}, \frac{3}{5}\right]^2 \\
1000 & \text{for } x, y \in [0, 1]^2 \setminus \left[\frac{1}{2}, \frac{3}{5}\right]^2.
\end{cases} \quad (1)$$
Table 4: Results, with $\beta$ given by (1) and $h = 1/100$.

Note that in this problem GMRESR(10) is the best method.

The following example comes from a discretization of the incompressible Navier-Stokes equations. This discretization leads to two different linear systems, the momentum equations and the pressure equation (for a further description we refer to [13], [14]). We consider a specific test problem, which describes the flow through a curved channel. The problem is discretized with $32 \times 128$ finite volumes. The pressure equation is solved using an average of an ILU and MILU preconditioner with $\alpha = 0.975$ [1], [14]. We start with $x_0 = 0$ and stop when $\|r_k\|_2/\|r_0\|_2 \leq 10^{-6}$. The results are shown in Table 5. Note that for this problem GMRESR(4) is the fastest method with respect to CPU time.

Table 5: Iterative methods applied to the pressure equation.

3 Restarting and truncation strategies. We present some truncation strategies and compare the results with restarted and full GMRESR.

There are many different ways to truncate GMRESR. The first one, which is already given in Section 1.3, is to use the $lt$ last search directions (denoted by trunclast). To obtain another truncation strategy we note that in many cases GMRESR has a superlinear convergence behaviour. This means that after some iterations GMRESR converges as if some eigenvalues of the matrix are absent (compare [12]). Restarting or truncation can destroy this behaviour ([4]; pp. 1334,1335). If superlinear convergence occurs, it appears a good idea to use the $lt - 1$ first and 1 last search directions (denoted by truncfirst). Both strategies are used in the following experiments. It follows from Table 6 that truncation with $lt - 1$ first and 1 last search directions is the best strategy for this example. If there are only 18 memory vectors available, the gain in CPU time for $ls = 50$, $lt = 5$ with respect to $ls = lt = 5$ is equal to $40\%$. Furthermore, comparing full GMRESR(8) with GMRESR(50,10,8) (truncfirst variant) we see that the amounts of CPU time are approximately the same, whereas the amount of memory is halved.

We conclude this section with some other truncation strategies. First we note that it seems an awkward choice to use one last search direction in the truncfirst variant.
This choice is motivated by the fact that if one applies GCR to a symmetric problem then it is necessary and sufficient to use one last search direction in order to obtain the same convergence behaviour as full GCR. We have done experiments without this final direction (trunclast1). These results are given in Table 7. Note that the truncfirst1 variant is the worst truncation strategy, so it is indeed a good idea to include one last search direction, which is done in the original truncfirst variant.

Finally in ([4]; p. 1335) another truncation strategy is proposed for a GCR-like method. For the GMRESR algorithm this strategy leads to the following variant (minalfa): if \( k \geq lt \) then the search direction with the smallest absolute value of \( \alpha_i \) in the for loop is thrown away. The motivation is that the search direction with the smallest \( |\alpha_i| \) has only a limited influence on the GMRESR convergence. From Table 7 it appears that this leads to the best truncation strategy for this example. Another important advantage of the minalfa variant is that it is a black box strategy. For instance if the bad eigenvector components (with respect to the convergence behaviour) appear after some iterations, then the truncfirst variant is much worse than the minalfa variant.

4 Some ideas for choosing an iterative solution method. There are a large number of known iterative solution methods for non-symmetric problems. In this section we present some ideas to motivate a choice of a feasible iterative method. These ideas are based on our experiments. Probably they should be adapted for other classes of problems. The insights in this section can be used to guess a priori if it has sense to change from one iterative method to another. Furthermore it is shown that two parameters: the ratio of the CPU time for a matrix vector product and a vector update, and the expected number of full GMRES iterations, are important to choose an iterative method. Finally, the ideas given in this section show a good agreement with our experiments given in Section 2.

In the remainder of this section we assume that the amount of required memory is available. Otherwise restarted or truncated versions of GMRES (GMRESR) can be used, however it is not clear if the results in this section holds in such a case.

<table>
<thead>
<tr>
<th>( lt = ls )</th>
<th>restart</th>
<th>( ls = 50 )</th>
<th>trunclast</th>
<th>truncfirst</th>
<th>memory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iterations</td>
<td>CPU</td>
<td>iterations</td>
<td>CPU</td>
<td>iterations</td>
</tr>
<tr>
<td>5</td>
<td>57</td>
<td>1.15</td>
<td>5</td>
<td>41</td>
<td>0.87</td>
</tr>
<tr>
<td>10</td>
<td>45</td>
<td>0.97</td>
<td>10</td>
<td>32</td>
<td>0.73</td>
</tr>
<tr>
<td>15</td>
<td>33</td>
<td>0.74</td>
<td>15</td>
<td>29</td>
<td>0.69</td>
</tr>
<tr>
<td>20</td>
<td>29</td>
<td>0.67</td>
<td>20</td>
<td>25</td>
<td>0.60</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>0.60</td>
<td>25</td>
<td>25</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 6: Results with GMRESR(\( ls, lt, 8 \), \( \beta = 1 \) and \( h = 1/50 \)).

<table>
<thead>
<tr>
<th>( lt )</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>truncfirst1</td>
<td>55</td>
<td>49</td>
<td>34</td>
<td>26</td>
<td>25</td>
</tr>
<tr>
<td>minalfa</td>
<td>36</td>
<td>28</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 7: Number of iterations for GMRESR(\( 50, lt, 8 \), \( \beta = 1 \) and \( h = 1/50 \)).
The CPU time of many iterative methods consists of two main parts:
- the total CPU time used for matrix vector products, which is denoted by $t_m$
  (if a preconditioner is used, $t_m$ includes the time for preconditioning),
- the total CPU time used for vector updates and inner products, which is denoted by $t_v$.

We prefer GMRES (GMRESR) if $t_v$ is less than $\gamma t_m$ for a given constant $\gamma$. Note that for every other Krylov subspace method the gain in CPU time is always less than $\frac{\gamma}{1+\gamma} \cdot 100\%$. In our experiments it appears that for the choice $\gamma = 0.5, (1 + \gamma) t_m$ of GMRES (GMRESR) is approximately equal to $t_m + t_v$ of Bi-CGSTAB. So in our example at the end of this section we take $\gamma = 0.5$ (for this choice $\frac{\gamma}{1+\gamma} \cdot 100\% = 33\%$).

The CPU time used for one matrix (+ preconditioner) vector product is denoted by $t_{m1}$, and the CPU time of one vector update (or inner product) is denoted by $t_{v1}$. The factor $f$ is defined by $f = t_{m1}/t_{v1}$. Using the assumption that $m_g \cdot m \cong m_g$ we obtain the following expressions:

GMRES: $t_m = m_g \cdot t_{m1}$, $t_v = m_g^2 t_{v1}$;

GMRESR: $t_m = m_g \cdot t_{m1}$, $t_v = 2.5 m_g^{4/3} t_{v1}$.

As said before we prefer GMRES (GMRESR) if $t_v \leq \gamma t_m$. For GMRES this means $m_g \leq \gamma f$, whereas for GMRESR this means $m_g \leq (\gamma f/2.5)^3$. For GMRESR the bound of this inequality is given by $m_g = (\gamma f/2.5)^3$. This equation defines $\gamma$ as a slow varying function of $m_g$, so the total CPU time of GMRESR is a slowly varying function of $m_g$.

Figure 1 illustrates the given bounds for the choice $\gamma = 0.5$. We emphasize that this figure only gives qualitative information. It illustrates the dependence of the choice on $f$ and $m_g$. Below we specify some applications using this information.
- For a given system and computer, $f$ can be measured. This together with an estimate of $m_g$ and Figure 1 gives an impression of which iterative method is feasible.
- Suppose Bi-CGSTAB is the best method for a certain problem, without preconditioning. Including preconditioning, Figure 1 suggests that GMRESR can be better for this preconditioned system, because $m_g$ is (much) lower and $f$ is (much) higher (in general a preconditioner is harder to vectorize than a matrix vector product).

Note that the applicability of GMRESR for large values of $f$ is much wider than GMRES.

For the first example given in Section 3, $f = 10$, so Figure 1 agrees with our observation that Bi-CGSTAB costs more matrix vector products but less CPU time than GMRESR. In the practical examples given in Section 3 and [13], $f = 20$ and $m_g \leq 50$. In these examples the CPU time of GMRESR is less than the CPU time of Bi-CGSTAB, which is also in accordance with Figure 1.

Finally we compare GMRESR with QMR. It is easily seen from [3], equations (2.7), (2.8) and (3.1) that the QMR method uses $k$ multiplications with $A$ and $A^T$ to construct a solution, which is an element of a Krylov subspace with dimension $k$. So we
choose $\gamma = 1$ in order to compare GMRESR and QMR (Figure 2). From Figure 2 we note that GMRESR has a large region of feasibility with respect to QMR.

5 Comparison of GMRESR with FGMRES. Another GMRES-like iteration scheme with a variable preconditioner is proposed in [7]. In Saad’s scheme (FGMRES) a Krylov subspace is generated that is different from ours (GMRESR). We specify an example for which FGMRES breaks down. Comparison shows that in our examples the convergence behaviour of GMRESR and FGMRES are approximately the same. An advantage of GMRESR is that it can be truncated and/or restarted, whereas FGMRES can only be restarted. In Section 3 we have seen that in some problems truncated GMRES converges faster than restarted GMRESR. Using such an example we show that restarted FGMRES (FGMRES can not be truncated) costs more CPU time than truncated GMRESR.

A well-known property of GMRES is, that it has no serious breakdown. From the following example we conclude that it is possible that FGMRES breaks down. For the algorithm we refer to ([7]; p.4) and note that GMRES is equal to GMRES if $M_j = M$ for all $j$. So breakdown of FGMRES is only possible if one chooses different $M_j$.

Example

Take $A = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}$, $x = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}$ and $x_0 = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}$. In Algorithm 2.2 of [7] we choose $M_1 = I$ and $M_2 = A^2$. These choices lead to $z_1 = z_2 = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}$, $v_1 = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}$, $v_2 = \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}$, and $h_{3,2} = 0$, which implies that $v_3$ does not exist. Since $x_2 = x_0 + \alpha z_1 + \beta z_2$, it follows that $x_2 \neq x$, so this is a serious breakdown. Note that $A z_2 = v_2$ but $x_2 \neq x$, which contradicts Property 1 of ([7]; p.5).

In the inner loop of GMRESR, we calculate an approximate solution of $A u^{(0)}_k = r_k$. In FGMRES an approximation of $A z_k = v_k$ is calculated. If the preconditioner is the same for every $k$, then $u_i$ and $z_i$, $i = 0, ..., k$ span the same Krylov subspace. However, if the preconditioner varies, the Krylov subspaces can be different. To illustrate this we calculate the solution of the problem given in Section 3, with $\beta = 1$ and $h = 1/50$. As inner loop we take one step of GMRES(10) in both methods. The results are given in Figure 3. As expected $\|r_0\|_2$ and $\|r_1\|_2$ are the same for both methods. In this example the differences of the norms of the residuals are small. We have also done experiments with the same search directions in both methods. In these experiments the results of GMRESR and FGMRES are the same to machine precision.

It follows from Algorithm 2.2 [7] that only the vectors $v_k$ are updated in the orthogonalization process. Assuming that GMRESR and FGMRES use both $m_{gr}$ iterations for convergence, GMRESR needs $\frac{1}{2} m_{gr}^2$ vector updates more than FGMRES. Note that GMRESR and FGMRES are feasible for relatively large values of $f$ (see Section 4 for the definition of $f$). In this case the CPU time of $\frac{1}{2} m_{gr}^2$ extra vector updates is negli-
Finally we compare restarted FGMRES and truncated GMRESR. As we already note it is impossible to truncate FGMRES. In Table 8 we give results for both methods, for $\beta = 1$ and $h = 1/100$. As inner loop we use one step of GMRES(10) for both methods. For this example FGMRES is more expensive than GMRESR. If there is only a small number of memory vectors available ($\leq 20$), then FGMRES uses 2 times as many iterations and 2 times as much CPU-time.

### Table 8: Results with FGMRES($ls,10$) and GMRESR($50,lt,10$), $\beta = 1$ and $h = 1/100$.

<table>
<thead>
<tr>
<th></th>
<th>FGMRES</th>
<th>GMRESR (trunctirst)</th>
<th>memory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$ls$</td>
<td>iterations</td>
<td>CPU</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>128</td>
<td>12.3</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>83</td>
<td>8.2</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>68</td>
<td>6.9</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>59</td>
<td>6.1</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>50</td>
<td>5.3</td>
</tr>
</tbody>
</table>

6 Recent results. In this section we give some recent results, which are subject to further study. First, we give some experiences with the LSQR switch for an indefinite system of equations. Thereafter we report some experiments with GMRESR, in which we use a single precision innerloop.

6.1 The LSQR switch. First we give a motivation of the LSQR switch. Thereafter we give a problem where the convergence of GMRESR is much faster using the LSQR switch.

We use the LSQR switch in the innerloop in the case that GMRES (nearly) stagnates. Due to the optimality property of GMRES it is easily seen that every other Krylov subspace method based on $K_k(A,r_0) := span\{r_0, Ar_0, ..., A^{k-1}r_0\}$ stagnates or breaks down. However it is possible that LSQR, which is based on $K_k(A^TA, A^Tr_0)$, converges reasonably fast. Examples of such problems are given in [2] and [5]. The idea is that GMRESR with LSQR switch not only works if GMRES has a good convergence behaviour but also if GMRES stagnates and LSQR converges reasonably fast. Furthermore if GMRES stagnates after some iterations it is not necessary to restart with another iterative method, it is sufficient to change the iterative method in the innerloop (for instance LSQR).

In [13] we propose to relax the LSQR switch condition, instead of switching when $\|Au_{k,m}^{(0)} - r_k\|_2 = \|r_k\|_2$, we switch when $\|Au_{k,m}^{(0)} - r_k\|_2 \geq s\|r_k\|_2$, $s \leq 1$ for some suitable $s$ close to 1. Below we describe some other GMRESR variants using a relaxed switch condition. We compare them for a discretization of the following pde:

$$-\left(\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2}\right) + \beta\left(\frac{\partial u}{\partial x} + \frac{\partial u}{\partial y}\right) - 100u = f \text{ on } \Omega,$$

$$u|_{\partial \Omega} = 0,$$

where $\Omega$ is the unit square. The discretization is the same as the one used for the similar testproblem given in Section 2. The linear system can be indefinite due to the
We consider the following GMRESR variants:

- **GMRESR(5):** innerloop consists of GMRES(5), combined with the strict LSQR switch \((s = 1)\),
- **GMRESR1(5):** innerloop consists of GMRES(5) followed by one LSQR iteration,
- **GMRESR2(5):** innerloop consists of one LSQR iteration followed by GMRES(5),
- **GMRESR3(5):** innerloop consists of GMRES(5), combined with a relaxed LSQR switch \((s = 0.99)\),
- **GMRESR4(5):** innerloop consists of GMRES(5), if \(\|AU_{k,0}^0 - r_k\| \geq 0.99\|r_k\|_2\) then GMRES(5) is followed by one LSQR iteration.

GMRESR(5) with \(s = 1\) does not converge within 1000 iterations. The results using the other variants are given in Figure 4. Note that GMRESR1 and GMRESR3 have a reasonable good convergence behaviour. This motivates us to combine the ideas between both, which leads to the GMRESR4 variant. The advantages of GMRESR4 are: it only uses an LSQR iteration if it is necessary and the GMRES(5) results are not thrown away, which is done in the GMRESR3 variant. Furthermore it appears from Figure 4 that GMRESR4 has the best convergence behaviour. All variants use approximately the same CPU-time per iteration.

### 6.2 The single precision innerloop

In the GMRESR method, the innerloop calculates an approximate solution of \(Au_{k,m}^{(0)} = r_k\). This approximation is used as search direction, so its accuracy only influences the convergence but not the accuracy of the final solution vector. Since some computers calculate faster in single precision than in double precision, we have done experiments with a single precision innerloop. The vector \(c_k^{(0)} = Au_{k}^{(0)}\) should be calculated in double precision. In such a case \(m_{opt}\) with respect to work can be chosen slightly larger because the innerloop is cheaper.

A comparable approach is given in [15] and [10]. In [10] they use as inner loop GMRES(\(m\)) in single precision and as outer loop an iterative refinement algorithm in double precision.

The results for the testproblem of Section 2 are given in Table 9.

<table>
<thead>
<tr>
<th>method</th>
<th>iterations</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMRESR(10)</td>
<td>36</td>
<td>4.4</td>
</tr>
<tr>
<td>GMRESR(15)</td>
<td>27</td>
<td>2.9</td>
</tr>
<tr>
<td>single precision</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9: Results for \(\beta = 1, h = 1/100\) on the Convex C3820.

GMRESR(10), whereas the final solution vectors have the same accuracy. With respect to memory one needs an extra single precision copy of the matrix, however this increase is in general less than the decrease in memory caused by the fact that \(m\) can be chosen larger (and thus closer to \(m_{opt}\) with respect to memory) and the auxiliary vectors used in the innerloop are single precision.

---


We have also done experiments on one processor of a CRAY Y-MP4/464. On this machine single precision arithmetic (64 bits) is much faster than double precision arithmetic (128 bits). Note that there are practical problems, where the system of equations is very ill conditioned. These problems can only be solved using a high accuracy iterative method. In these experiments we choose as termination criterion: \( \| r_k \|_2 / \| r_0 \|_2 \leq 10^{-20} \). It follows from Table 10 that GMRESR with a single precision innerloop is much faster than with a double precision innerloop. The solution vectors have the same accuracy. This experiment shows that it is possible to calculate on the Cray a double precision result in approximately the same CPU time as to calculate a single precision result.

<table>
<thead>
<tr>
<th>method</th>
<th>iterations</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMRESR(20)</td>
<td>30</td>
<td>108</td>
</tr>
<tr>
<td>GMRESR(20) single precision</td>
<td>30</td>
<td>10.8</td>
</tr>
</tbody>
</table>

Table 10: Results for \( \beta = 1, h = 1/100 \) on the CRAY Y-MP4/464 (high accuracy).

On the Convex C3820 we have also applied GMRESR with single precision innerloop on the discretized Navier-Stokes equations (see Section 2 and [14]). In these experiments GMRESR with single precision innerloop is 25% faster than GMRESR, and the Bi-CGSTAB method.

7 Conclusions. We consider the GMRESR\((m)\) method [13], which can be used for the iterative solution of a linear system \( Ax = b \) with an unsymmetric and nonsingular matrix \( A \).

Optimal choices for the parameter \( m \) are easily obtained and do not change very much for different problems. In most experiments we observe for GMRESR\((m)\) a considerable improvement, in computing and memory requirements, in comparison with more familiar GMRES variants. Furthermore, it appears that in many experiments GMRESR\((m)\) is a robust method even without activating the relaxed LSQR switch.

With respect to CPU time full GMRESR\((m)\) seems to be the best variant. However, memory requirements can be so large that restarted and/or truncated GMRESR\((m)\) should be used. From our experiments it appears that the "minalpha" truncation variant is the best strategy, which leads to a large decrease of memory requirements and only a small increase of CPU time.

We compare GMRESR\((m)\) with GMRES, Bi-CGSTAB and QMR. It appears that two easy to measure parameters, which depend on the system of equations and the used computer, can be used to facilitate the choice of an iterative method.

In [7] a new GMRES-like method is proposed: FGMRES. It appears that full GMRESR is compatible with full FGMRES, however FGMRES can break down, and can only be restarted. From examples it follows that truncated GMRESR can be much better than restarted FGMRES.

We give some new results with respect to the relaxed LSQR switch. The best innerloop strategy seems to be: always apply GMRES\((m)\), and if necessary do one LSQR iteration.
Finally, if one uses a computer on which single precision arithmetic is faster than
double precision arithmetic, and the condition number of $A$ is not too large, then a single
precision inner loop saves CPU time.
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