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ABSTRACT. In this report, we discuss block preconditioners used to solve the incompressible Navier-Stokes equations. We emphasize on the approximation of the Schur complement used in SIMPLE-type preconditioners. In the usual formulation, the Schur complement uses scaling with the diagonal of the convection diffusion matrix. A variant of SIMPLE, SIMPLER is studied. Convergence of the SIMPLER preconditioner depends on the grid size, but not on the Reynolds number. We introduce a new variant of SIMPLER (Modified SIMPLER or MSIMPLER), based on the diagonal of the velocity mass matrix as scaling matrix instead of the diagonal of the convection-diffusion matrix.

With the new approximation, we observe a drastic improvement in convergence for fairly large problems. MSIMPLER shows better convergence than the well-known least-squares commutator (LSC) preconditioner which is also based on the diagonal of the velocity mass matrix.
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1. Introduction

Solution of the incompressible Navier-Stokes problem, numerically, is a hot topic in scientific research nowadays. Solving the resulting linear system efficiently is of prime interest, because most of the CPU time and memory is consumed in solving the systems. The incompressible Navier-Stokes problem is given as

\[-\nu \nabla^2 \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} + \nabla p = \mathbf{f} \text{ in } \Omega, \tag{1}\]

\[\nabla \cdot \mathbf{u} = 0 \text{ in } \Omega. \tag{2}\]

Equations (1) and (2) are known as the momentum equations and the continuity equations, respectively. \(\mathbf{u}\) is the velocity vector, \(p\) the pressure and \(\nu\) is the viscosity inversely proportional to the Reynolds number. \(\Omega\) is a 2 or 3 dimensional domain with a piecewise smooth boundary \(\partial \Omega\) with boundary conditions on \(\partial \Omega = \partial \Omega_E \cup \partial \Omega_N\) given by

\[\mathbf{u} = \mathbf{w} \text{ on } \partial \Omega_E, \; \nu \frac{\partial \mathbf{u}}{\partial \mathbf{n}} - \mathbf{n}p = 0 \text{ on } \partial \Omega_N.\]

Discretization of (1) and (2) by finite element method (FEM) leads to a non-linear system. After linearization by the Picard method, or Newton method, the linear system can be written as:

\[
\begin{bmatrix}
F & B^T \\
B & 0
\end{bmatrix}
\begin{bmatrix}
\mathbf{u} \\
p
\end{bmatrix} =
\begin{bmatrix}
f \\
g
\end{bmatrix}, \tag{3}
\]

where \(F \in \mathbb{R}^{n \times n}\) is a convection-diffusion operator, \(B \in \mathbb{R}^{m \times n}\) is a divergence operator and \(m \leq n\). \(n\) is the number of velocity unknowns and \(m\) is the number of pressure unknowns. The system is sparse, symmetric indefinite in the case of the Stokes problem and unsymmetric indefinite in the Navier-Stokes problem. The system (3) is obtained from a finite element discretization that satisfies the LBB condition. In case where the LBB condition is not satisfied we need some stabilization scheme in the continuity equation. In that case the right-under block in the matrix is no longer zero.

In order to solve linear systems of shape (3) we apply Krylov subspace methods. These methods can only be applied in combination with a suitable preconditioner. Two types of preconditioners are distinguished:

Algebraic preconditioners applied on the complete system (3) and physics-based approaches using some kind of block preconditioner. In general algebraic preconditioners are based on LU factorization of the coefficient matrix. In order to avoid problems with zeros on the main diagonal, either dynamic pivoting or a clever a-priori reordering technique has to be applied [1–9].

In [9] we published an a-priori reordering technique (SILU), that converges fast for small to mid-sized grids.

Characteristics of algebraic preconditioners are:

- they do not require any extra knowledge of the system
- implementation is cheap and straight-forward
- convergence may be slow for fine grids.

Block preconditioners, on the other hand, distinguish subsystems for pressure and velocity separately. A special algorithm takes care of the overall convergence. The preconditioners are based on the knowledge of the pressure and velocity matrices. Examples of such preconditioners can be found in [10–16]. The goal of all these preconditioners is to get convergence independent of the Reynolds number and grid size. In [17] and [18] one can find an overview of recent published block preconditioners.
In Section 2 we shall discuss two types of block preconditioners: block preconditioners based on approximate commutators in particular the least squares commutator (LSC) and various kinds of SIMPLE-type preconditioners. We propose a variant of SIMPLER (MSIMPLER) that improves the convergence and makes its performance better than LSC. In Section 3, some numerical experiments are presented for two benchmark problems: backward facing step and lid driven cavity flow. In Section 4, we conclude our numerical experiments.

2. Preconditioning strategies based on block factorization

Preconditioning is a technique used to enhance the convergence of an iterative method to solve a large linear system iteratively. Instead of solving a system $Ax = b$, one solves a system $P^{-1}Ax = P^{-1}b$, where $P$ is the preconditioner. A good preconditioner should lead to fast convergence of the Krylov method. Furthermore, systems of the form $Pz = r$ should be easy to solve. Block preconditioners for the (Navier-)Stokes equations are characterized by a segregation of velocity and pressure during each step in the iterative solution procedure. System (3) is solved by a Krylov subspace solver, for example GCR. To accelerate the convergence of this process a preconditioner is applied. This implies that during each iteration an extra system of the shape $Pz = r$ has to be solved. $r = \begin{bmatrix} r_u \\ r_p \end{bmatrix}$, is a residual, where $r_u$ and $r_p$ correspond to the velocity and the pressure part respectively. The preconditioner $P$ is based on the block $LDU$ factorization of (3):

$$
\begin{bmatrix}
F & B^T \\
B & 0
\end{bmatrix} = LDU = \begin{bmatrix}
I & 0 \\
BF^{-1} & I
\end{bmatrix} \begin{bmatrix}
F & 0 \\
0 & S
\end{bmatrix} \begin{bmatrix}
I & F^{-1}B^T \\
0 & I
\end{bmatrix},
$$

(4)

where $S = -BF^{-1}B^T$, is known as the Schur complement matrix.

Most of the preconditioners published, try to approximate the $DU$ part:

$$
P_t = \begin{bmatrix}
F & 0 \\
0 & S
\end{bmatrix} \begin{bmatrix}
I & F^{-1}B^T \\
0 & I
\end{bmatrix} = \begin{bmatrix}
F & B^T \\
B & 0
\end{bmatrix}.
$$

(5)

Preconditioners based on formulation (5) are known as block triangular preconditioners ($P_t$). The most expensive part of the block preconditioner is the inverse of $F$ and $S$. In general, block preconditioners consist of some good and cheap approximations to $F^{-1}$ and $S^{-1}$ along with matrix vectors multiplications and updates. In order to investigate the spectral properties of the preconditioned matrix one can consider the following generalized eigenvalue problem

$$
\begin{bmatrix}
F & B^T \\
B & 0
\end{bmatrix} \begin{bmatrix}
u \\
p
\end{bmatrix} = \lambda \begin{bmatrix}
F & B^T \\
0 & S
\end{bmatrix} \begin{bmatrix}
u \\
p
\end{bmatrix}.
$$

(6)

This eigenvalue problem has the eigenvalues $\lambda = 1$ of multiplicity $n$ and the remaining eigenvalues depend on the approximation to the Schur complement $BF^{-1}B^T p = \mu_i S p,$ where $\mu_i$ are the eigenvalues corresponding to the Schur complement [19]. From the eigenvalues, it is evident that convergence with the preconditioners based on formulation (5) depends strongly on the approximation to the Schur complement matrix. In ([11], [10], [13]) one can find examples of such preconditioners.

2.1. Block preconditioners based on approximate commutators. Kay et al ( [13]) published a class of approximations for the Schur compliment based on the assumption that the commutator of the convection diffusion operator on the velocity space, multiplied by the gradient operator on the velocity space, with, the gradient
The discrete commutator in terms of finite element matrices is given as

$$
\varepsilon_h = (Q_u^{-1} F)(Q_u^{-1} B^T) - (Q_u^{-1} B^T)(Q_p^{-1} F_p),
$$

(7)

where $Q_u$ denotes the velocity mass matrix and $Q_p$, the pressure mass matrix, are scaling matrices. $F_p$ is a discrete convection-diffusion operator on pressure space. The multiplication by $Q_u^{-1}$ and $Q_p^{-1}$, transforms quantities from integrated values to nodal values. Pre-multiplication of (7) by $BF^{-1}Q_u$, post-multiplication by $F_p^{-1}Q_p$ and assuming that the commutator is small, leads to the Schur approximation

$$
BF^{-1}B^T \approx BQ_u^{-1} B^T F_p^{-1} Q_p.
$$

(8)

Kay et al replace the expensive part $BQ_u^{-1} B^T$ by the pressure Laplacian matrix $A_p$ which is spectrally equivalent to $BQ_u^{-1} B^T$. Hence

$$
S = -BF^{-1}B^T \approx -A_p F_p^{-1} Q_p.
$$

(9)

The approximation substituted in (5) is known as pressure convection-diffusion (PCD) preconditioner.

Elman et al [11] created a matrix $F_p$ that minimizes the commutator (7). This can be achieved by solving a least squares problem. For the $j$th column of matrix $F_p$, the least squares problem is of the form:

$$
\min || (Q_u^{-1} F Q_u^{-1} B^T_{j} - Q_u^{-1} B^T Q_p^{-1} [F_p]_j) ||_{Q_u},
$$

(10)

where $|| \cdot ||_{Q_u}$ is the $\sqrt{x^T Q_u x}$ norm. The normal equations associated with this problem are:

$$
Q_p^{-1} B Q_u^{-1} B^T Q_p^{-1} [F_p]_j = (Q_p^{-1} B Q_u^{-1} F Q_u^{-1} B^T_{j})_j,
$$

which leads to the following definition of $F_p$:

$$
F_p = Q_p (B Q_u^{-1} B^T)^{-1} (B Q_u^{-1} F Q_u^{-1} B^T).
$$

Substituting this expression into (8) gives an approximation of the Schur complement matrix:

$$
BF^{-1}B^T \approx (B Q_u^{-1} B^T)(B Q_u^{-1} F Q_u^{-1} B^T)^{-1}(B Q_u^{-1} B^T).
$$

(11)

The preconditioner based on this approximation is known as the Least Squares Commutator (LSC) preconditioner. The preconditioner is expensive if the full velocity mass matrix is used in the preconditioner. Therefore, $Q_u^{-1}$ is replaced with $Q_u^{-1}$, the inverse of the diagonal of the velocity mass matrix. According to the literature ([13], [11]), the convergence of the LSC and PCD preconditioners is independent of the grid size, and only mildly dependent on the Reynolds number. The preconditioners have been tested for the driven cavity and backward facing step problem using Q2-Q1 and Q2-P1 elements. It has also been tested for stabilized elements. LSC requires two Poisson per iteration, whereas PCD requires only one. On the other hand, PCD requires two extra operators $F_p$ and $A_p$ on the pressure space. These operators need boundary conditions for the pressure, which are taken to be zero at inflow and Neumann at all other boundaries. So PCD requires extra start-up time, but per iteration LSC is more expensive.

2.2. SIMPLE(R) preconditioner. SIMPLE (Semi Implicit Method for Pressure Linked Equations) [20], [21] is a classical algorithm for solving the Navier-Stokes equations, discretized by a finite volume technique. In this algorithm, to solve the momentum equations, the pressure is assumed to be known from the previous iteration. The newly obtained velocities do not satisfy continuity since the pressure field assumed is only a guess. Corrections to velocities and pressure are proposed to satisfy the discrete continuity equation. The algorithm can be derived from the block LU decomposition of the coefficient matrix (3).
\[
\begin{bmatrix}
F & B^T \\
B & 0
\end{bmatrix}
\begin{bmatrix}
u \\
p
\end{bmatrix} =
\begin{bmatrix}
F & 0 \\
B & -BF^{-1}B^T
\end{bmatrix}
\begin{bmatrix}
I & F^{-1}B^T \\
0 & I
\end{bmatrix}
\begin{bmatrix}
u \\
p
\end{bmatrix} =
\begin{bmatrix}
f \\
g
\end{bmatrix}.
\] (12)

\(F\) in (12) is approximated by the diagonal of \(F, D\). This leads to the SIMPLE algorithm

\[
\begin{bmatrix}
F & 0 \\
B & -BD^{-1}B^T
\end{bmatrix}
\begin{bmatrix}
u^* \\
\delta p
\end{bmatrix} =
\begin{bmatrix}
f \\
g
\end{bmatrix}
\] (13)

and

\[
\begin{bmatrix}
I & D^{-1}B^T \\
0 & I
\end{bmatrix}
\begin{bmatrix}
u \\
p
\end{bmatrix} =
\begin{bmatrix}
u^* \\
\delta p
\end{bmatrix}.
\] (14)

In the SIMPLE algorithm form, the above two steps are performed recursively:

**SIMPLE algorithm:**

1. Solve \(Fu^* = f - BTp^*\).
2. Solve \(\hat{S}\delta p = g - Bu^*\).
3. Update \(u = u^* - D^{-1}B^T\delta p\).
4. Update \(p = p^* + \delta p\),

where pressure \(p^*\) is estimated from prior iterations. \(D\) is the diagonal of the convection diffusion matrix and \(\hat{S} = -BD^{-1}B^T\), an approximation to the Schur complement.

Vuik et al. [16], used SIMPLE and its variants as a preconditioner to solve the incompressible Navier-Stokes problem. One iteration of the SIMPLE algorithm with assumption \(p^* = 0\) is used as a preconditioner. The preconditioner gives convergence if combined with the GCR method. However, the convergence rate depends on the number of grid elements and the Reynolds number. The convergence of SIMPLER, a variant of SIMPLE, is independent of Reynolds. Instead of estimating pressure \(p^*\) in the SIMPLE algorithm, \(p^*\) is obtained from solving a subsystem:

\[
\hat{S}p^* = g - BD^{-1}((D - F)u^k + f),
\] (15)

where \(u^k\) is obtained from the prior iteration. In case SIMPLER is used as a preconditioner, \(u^k\) is taken equal to zero. The classical SIMPLER algorithm proposed by Patanker consists of two pressure solves and one velocity solve. However, in the literature the SIMPLER algorithm is formulated such that the steps of the algorithm closely relates the Symmetric Block Gauss-Seidal method [22]. This form of the SIMPLER preconditioner can be written as:

\[
\begin{bmatrix}
u^* \\
p^k
\end{bmatrix} =
\begin{bmatrix}
u^k \\
p^k
\end{bmatrix} + M_L^{-1}B_L \left( \begin{bmatrix} f \\ g \end{bmatrix} - A \begin{bmatrix} u^k \\ p^k \end{bmatrix} \right),
\] (16)

\[
\begin{bmatrix}
u^{k+1} \\
p^{k+1}
\end{bmatrix} =
\begin{bmatrix}
u^* \\
p^k
\end{bmatrix} + BRM_R^{-1} \left( \begin{bmatrix} f \\ g \end{bmatrix} - A \begin{bmatrix} u^* \\ p^* \end{bmatrix} \right),
\] (17)

where \(A\) represents the complete matrix given in (3), \(u^k\) and \(p^k\) in (16) are obtained from the previous step (both zero in our case) and

\[
B_L = \begin{bmatrix} I & -D^{-1}B^T \\ 0 & I \end{bmatrix}, \quad M_L = \begin{bmatrix} F & 0 \\ B & \hat{S} \end{bmatrix}
\] and

\[
B_R = \begin{bmatrix} I & -D^{-1}B^T \\ 0 & I \end{bmatrix}, \quad M_R = \begin{bmatrix} F & 0 \\ B & \hat{S} \end{bmatrix}.
\] (18)

The steps given in (16) and (17) contain two Poisson solves, two velocity subproblems solved to one velocity solve in the classical algorithm and matrix vector updates. However, in practical SIMPLER implementation - per preconditioning step - the velocity solve is performed once because no significant effect on the convergence with the SIMPLER preconditioner is observed, see Appendix-A. In the remainder of this paper, we will use SIMPLER with one velocity solve. One iteration of the
Simpler algorithm is approximately 1.3 times more expensive than the Simple iteration [16]. Simpler convergence is usually faster than Simple. However, convergence with both preconditioners is decreased with an increase in the number of grid elements.

2.3. **Simple-type preconditioners and commutators preconditioners.** Elman et al [19], [11] discussed relations between Simple and commutator preconditioners. The more general form of (11) is given as:

\[(BF^{-1}B^T)^{-1} \approx F_p(BM_1^{-1}B^T)^{-1},\]  

where

\[F_p = (BM_2^{-1}B^T)^{-1}(BM_2^{-1}FM_1^{-1}B^T),\]

where \(M_1\) and \(M_2\) are scaling matrices. Consider a new block factorization preconditioner in which the Schur complement is based on a commutator approximation but built on Simple’s approximate block factorization written as:

\[P = \begin{bmatrix} F & 0 \\ B & -BM_1^{-1}B^T \end{bmatrix} \begin{bmatrix} I & D^{-1}B^T \\ 0 & I \end{bmatrix} \begin{bmatrix} I & 0 \\ 0 & F_p^{-1} \end{bmatrix}.\]  

When \(M_1 = D\) and \(F_p\) the identity matrix, the preconditioner formulation (21) corresponds to Simple. The formulation given in (21) is equivalent to the Simple algorithm if the subsystem for the pressure part in step 3 in the Simple algorithm is solved with the approximation given in (20)

\[\hat{S}\delta p = g - Bu^* \text{ where } \hat{S} = -(BM_1^{-1}B^T)F_p^{-1}.\]

When \(FD^{-1}\) is close to identity, \(F_p\) will also be close to identity. This is true in a time dependent problem with small time steps where the diagonal of \(F\) has larger entries than the off-diagonal entries [11].

2.4. **Improvements in the Simpler preconditioner.**

2.4.1. **hSimpler.** We have observed that in the Stokes problem, the Simpler preconditioner shows stagnation at the start of the iterative method. The behavior is not seen in the Simple preconditioner. A better convergence can be achieved if the first iteration is carried out with the Simple preconditioner and then Simpler is employed. We call it hSimpler (hybrid Simple). This implementation gives a fair reduction in the number of iterations if the Stokes problem is solved. However, in the Navier-Stokes problem, Simpler performs better than hSimpler. More details are given in the section on numerical experiments.

2.4.2. **Msimpler.** It has been shown in [11], that scaling with the velocity mass matrix improves the convergence of the LSC preconditioner. Here we utilize the observation of Elman regarding the time dependent problem. We know that in time dependent problems,

\[F_t = \frac{1}{\Delta t}Q_u + F,\]  

where \(F_t\) represents the velocity matrix for the time dependent problem and \(\Delta t\) represents the time step. For small time steps \(F_t \approx \frac{1}{\Delta t}Q_u\). This kind of approximation has been used in fractional step methods for solving the unsteady Navier-Stokes problem [23], [24], [25]. We use this idea in solving the steady Navier-Stokes problem. Therefore, in (20), we assume that \(M_1 = M_2 = \hat{Q}_u\) then

\[F_p = (BQ_u^{-1}B^T)^{-1}(BQ_u^{-1}FQ_u^{-1}B^T),\]

we assume that the factor \(FQ_u^{-1}\) in \(F_p\) is close to identity:

\[F_p = (BQ_u^{-1}B^T)^{-1}(BQ_u^{-1}B^T) = I.\]
Then the approximation (20) becomes
\[ BF^{-1}B^T \approx (B\hat{Q}_u^{-1}B^T). \] (23)

A new variant of SIMPLER arises if we replace the scaling with the diagonal of the velocity matrix by the diagonal of the velocity mass matrix. We call it MSIMPLER (modified SIMPLER). The MSIMPLER preconditioner is given by:

**MSIMPLER preconditioner:**
1. Solve \( \hat{S}p^*_s = r_p - B\hat{Q}_u^{-1}r_u \).
2. Solve \( Fu^*_v = r_u - B^T p^*_u \).
3. Solve \( \hat{S}\delta p = r_p - Bu^*_u \).
4. Update \( u = u^* - \hat{Q}_u^{-1}B^T\delta p \).
5. Update \( p = p^* + \delta p \).

In the LSC preconditioner, the first three steps are used to solve the approximate Schur complement (5). The preconditioning steps with LSC are:

**LSC preconditioner:**
1. Solve \( BBtp = r_p \) where \( BBt = B\hat{Q}_u^{-1}B^T \).
2. Update \( r_p = B\hat{Q}_u^{-1}FQ_u^{-1}B^T p \).
3. Solve \( BBtp = -r_p \).
4. Update \( r_u = r_u - B^T p \).
5. Solve \( Fu = r_u \).

2.5. **Cost comparison of the preconditioners.** From a construction point of view, the LSC and MSIMPLER preconditioners are built from available matrices. Another advantage is, that the Schur complement is constructed once -at the start of the linearization - because \( \hat{Q}_u^{-1} \) remains the same in the linearization steps. The preconditioning steps with both preconditioners involves two Poisson solves and one velocity subproblem solve as the major steps.

Computationally, per iteration, the MSIMPLER preconditioner is less expensive than the LSC preconditioner. Both preconditioners have to solve three subsystems (two for the pressure and one for the velocity) per iteration. We assume that solving the subsystem corresponding to the pressure takes \( sp \) flops and the subsystem corresponding to the velocity part takes \( fu \) flops. \( nnz_B \) are the number of non-zero entries in \( B \) and \( nnz_F \) are the number of non-zero entries in \( F \) and cost of the matrix vector product is computed by assuming an average number of non-zero entries per row of a matrix. Then the cost of the MSIMPLER preconditioner per step is:

\[
\text{cost}_{\text{msimpler}} = 8nnz_B + 5n + 2m + 2sp + fu,
\]
and the cost of the LSC preconditioner is

\[
\text{cost}_{\text{lsc}} = 6nnz_B + 2nnz_F + 3n + 2sp + fu.
\]

We assume that the cost of solving the subsystem in both preconditioner is the same. Then the difference in cost of both preconditioners exist of matrix vector multiplications and updates. Per iteration, the difference between the cost is:

\[
diff = (2nnz_F) - (2m + 2n + 2nnz_B).
\]

Since we using stable elements only, \( diff > 0 \).

2.6. **Suitable norm to terminate the Stokes iterations.** We have noticed that when we solve the Stokes equations by SIMPLE-type preconditioned GCR method, the number of iterations depends on the viscosity (Reynolds number). See for example Table 1. Such a result is unexpected since in the Stokes equations the viscosity is only a scaling parameter and therefore the convergence should be independent of
the Reynolds number. Close inspection reveals that the accuracy of the solution is lower for high Reynolds numbers than for low ones. Hence the conclusion is that, in case of Stokes, the termination criterion should be adapted to avoid this viscosity dependence.

<table>
<thead>
<tr>
<th>Grid</th>
<th>SIMPLER (Re=1)</th>
<th>SIMPLER (Re=300)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 × 24</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>16 × 48</td>
<td>40</td>
<td>36</td>
</tr>
<tr>
<td>32 × 96</td>
<td>110</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 1. Backward facing step: Solution of the Stokes problem with SILU preconditioned Bi-CGSTAB (accuracy of $10^{-6}$).

To investigate this effect we take the SIMPLE preconditioner and solve the Stokes problem with viscosity $\nu = 1$

$$\begin{bmatrix} F & B^T \\ B & 0 \end{bmatrix} \begin{bmatrix} u \\ p \end{bmatrix} = \begin{bmatrix} f \\ g \end{bmatrix}, $$

(24)

the convergence criteria for the outer iterations is:

$$\frac{\|f - Fu - B^T p\|_2}{\|f\|_2} \leq \epsilon.$$ 

(25)

Since $\nu = 1$, so the solution is obtained upto the required accuracy because no scaling is involved in the momentum and continuity equations and convergence check (28) will terminate the iterative method at the desired accuracy. However, in case of a general value of the $\nu$ we rewrite the system as:

$$\begin{bmatrix} \tilde{F} & B^T \\ B & 0 \end{bmatrix} \begin{bmatrix} u \\ \tilde{p} \end{bmatrix} = \begin{bmatrix} \tilde{f} \\ g \end{bmatrix}, $$

(26)

where $\tilde{F} = \nu F$, $\tilde{p} = \nu p$ and $\tilde{f} = \nu f$. The SIMPLE preconditioner for (26) can be written as:

**Effect of $\nu$ on the SIMPLE preconditioner**

1. Solve $\tilde{F} u^* = \tilde{f}$
2. Solve $S \tilde{p} = g - Bu^*$
3. update $u = u^* - \tilde{D}^{-1} B^T \tilde{p}$, where $\tilde{D} = \nu D$
4. update $\tilde{p} = \delta \tilde{p}$

- Step 1 is terminated if $\frac{\|\tilde{f} - \tilde{F} u^*\|_2}{\|f\|_2} \leq \epsilon$, so no effect of $\nu$ on the convergence.
- In Step 2 we use $\frac{\|g - Bu^* - S \tilde{p}\|_2}{\|g - Bu^*\|_2} \leq \epsilon$, so also no effect of $\nu$ on the convergence.
- For the outer iterations the usual termination criterion is

$$\frac{\|\tilde{f} - \tilde{F} u - B^T \tilde{p}\|_2}{\|f\|_2} \leq \epsilon.$$ 

(27)

We see in (26), that only the momentum equation is scaled with $\nu$ so this will effect the convergence of the outer iterative method if convergence check (27) is applied. This means that using $\nu$ in the Stokes problem effects the accuracy of the solution.
of the Stokes problem. If a suitable norm is used, $\nu$ will have no effect on the convergence of the iterative method. First we shall define some quantities:

$$N_{\text{full}} = \| \begin{bmatrix} \tilde{f} - \tilde{F} u - B^T \tilde{p} \\ g - Bu \end{bmatrix} \|_2, \quad N_r = \| \begin{bmatrix} \tilde{f} \\ g \end{bmatrix} \|_2$$

(28)

$$N_u = \| \tilde{f} - \tilde{F} u - B^T \tilde{p} \|_2, \quad N_{ru} = \| \tilde{f} \|_2$$

(29)

$$N_{u} = \| g - Bu \|_2, \quad N_{rp} = \| g \|_2$$

(30)

**Convergence checks:** We have implemented the following options to terminate the iteration process:

1. $N_{\text{full}} \leq \epsilon N_r$ (standard criterion)
   
   This check shows viscosity dependence convergence in the Stokes problem. The reason is that in the overall norm, only the velocity is scaled with the viscosity.

2. $N_u \leq \epsilon N_{ru}$ and $N_p \leq \epsilon N_{rp}$
   
   Fails to show convergence in the Navier-Stokes problem due to too small $\epsilon N_{rp}$. However, in the Stokes problem it shows viscosity independent convergence.

3. $N_{\text{full}} \leq \epsilon N_r$ and $N_u \leq \epsilon N_{ru}$
   
   This check shows viscosity independent convergence in the Stokes problem and faces no trouble in the Navier-Stokes problem. In this case, if pressure dominates the full norm, then the second condition takes care of the velocity norm to satisfy the convergence criterion.

4. $(N_u + N_p) \leq \epsilon (N_{ru} + N_{rp})$
   
   This convergence check shows viscosity dependence in the Stokes problem. If the pressure dominates the norm then it will show viscosity dependent convergence.

In our implementation, we tested all these conditions and option 3 is considered to be the best condition both in the Stokes and the Navier-Stokes problem since this is the only condition that encounters the effect of scaling on convergence without any problem.
3. Numerical experiments

Numerical experiments are performed for the following benchmark problems in 2D:

1. The Poisseuille channel flow in a square domain \((-1, 1)^2\) with a parabolic inflow boundary condition and a natural outflow condition having the analytic solution: 
   \[ u_x = 1 - y^2; \ u_y = 0; \ p = 2\nu x. \]
   In case of Stokes flow \(\nu = 1\).

2. The L-shaped domain known as the backward facing step shown in Figure 1. A Poisseuille flow profile is imposed on the inflow \((x = -1; 0 \leq y \leq 1)\) and zero velocity conditions are imposed on the walls. Neumann conditions are applied at the outflow which automatically sets the mean outflow pressure to zero.

3. Lid driven cavity problem; flow in a square cavity \((-1, 1)^2\) with enclosed boundary conditions and a lid moving from left to right given as:
   \[ y = 1; \ -1 \leq x \leq 1 | u_x = 1 - x^4, \]
   known as regularized cavity problem shown in Figure 2.

Preconditioned Krylov subspace methods are used to solve the Stokes and the Navier-Stokes problem. We divide the experiments into two sections: Section 3.1 which deals only with SIMPLE-type preconditioners and Section 3.2 which consists
of a comparison of SIMPLE-type preconditioners with the least squares commutator (LSC) preconditioner. To solve the subsystems iteratively, ILU preconditioned Krylov subspace methods are used. The iteration is stopped if the linear systems satisfy \( \frac{\|r_k\|_2}{\|b\|_2} \leq tol \), where \( r_k \) is the residual at the \( k \)th step of the Krylov subspace method, \( b \) is the right-hand side, and \( tol \) is the desired tolerance value. Some abbreviations are used: \textit{out-iter.} is used for outer iterations, \textit{NC} for no convergence, \textit{Iter.} for iterations, \textit{inner-it-u} and \textit{inner-it-p} is used for iterations taken by the solver to solve subsystems in the preconditioners corresponding to velocity and pressure part, respectively. Numerical experiments are performed on an \textit{Intel 2.66 GHz processor with 8GB RAM}. We will use IFISS package and SEPRAN for our numerical experiments. The IFISS software\(^1\) in Matlab, can be used to solve linear systems arising from finite element discretizations of problems in computational fluid dynamics. It has built-in multigrid and Krylov subspace solvers and includes a variety of appropriate preconditioning strategies for each problem in 2D. SEPRAN\(^2\), developed by "Ingenieursbureau SEPRA", is a general purpose finite element package used to solve a wide variety of problems in 2D and 3D programmed in FORTRAN 90. It is a powerful, modular, open ended, easy to use package for finite element analysis.

3.1. \textbf{SIMPLE-type preconditioners}. SIMPLE-type preconditioners are tested with the GCR method \cite{26}. GCR allows variable preconditioners. A direct solver and preconditioned Bi-CGSTAB \cite{27} as well as PCG \cite{28} are used to solve subsystems in the preconditioners.

In report \cite{29}, we concluded that SIMPLER performs better than the SIMPLE preconditioner. However, a positive aspect of the SIMPLE preconditioner that we have observed here is that the convergence of the SIMPLE preconditioner is independent of the accuracies used to solve subsystems, while the SIMPLER preconditioner strongly depends on the inner accuracies. The larger the number of grid elements, the stronger the accuracy requirement should be for the inner solver in the SIMPLER preconditioner. In Table 2, we can see that hSIMPLER and SIMPLER depend strongly on the inner tolerance. For a large problem, SIMPLER does not give convergence even with a high accuracy for the subsystem solves. Though hSIMPLER shows better convergence than MSIMPLER, however convergence with hSIMPLER also depends on inner accuracies.

The same problem solved with SIMPLE and MSIMPLER is shown in Table 3. The inner accuracies in this case are kept constant at \( 10^{-1} \) for the velocity part and \( 10^{-2} \) for the pressure part. Both SIMPLE and MSIMPLER show convergence independent of the inner accuracies. MSIMPLER shows much faster convergence in outer iterations, inner iterations and CPU time than the other SIMPLE-type preconditioners discussed in this report.

The Navier-Stokes problem solved with various Reynolds numbers is shown in Figure 3. We report here the number of accumulated inner iterations (Left) and the CPU time (Right). We see that MSIMPLER shows faster convergence than the other variants of SIMPLE-type preconditioners. hSIMPLER is not used as it gives only advantage in the Stokes problem.

From the discussion above, we conclude that the convergence of MSIMPLER is better than other SIMPLE-type preconditioners. Compared to other SIMPLE-type preconditioners, convergence of the MSIMPLER preconditioner is less affected by the grid size and the Reynolds number. MSIMPLER shows robust convergence behavior and the accuracies of the inner solver need not to be changed with the

---

\(^1\)http://www.maths.manchester.ac.uk

\(^2\)http://ta.twi.tudelft.nl/sepran/sepran.html
increase in number of elements. In the next section, we will compare MSIMPLER with the least squares commutator preconditioner.

<table>
<thead>
<tr>
<th>Tolerance</th>
<th>hSIMPLER out-it,Time(s) inner-it-u/inner-it-p</th>
<th>SIMPLER out-it,Time(s) inner-it-u/inner-it-p</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2, -1, -2</td>
<td>NC</td>
<td>NC</td>
</tr>
<tr>
<td>-2, -1, -3</td>
<td>31, 0.6</td>
<td>28, 0.57</td>
</tr>
<tr>
<td>-3, -1, -3</td>
<td>22, 0.45</td>
<td>28, 0.58</td>
</tr>
<tr>
<td>-3, -1, -3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Grid size</th>
<th>SIMPLE out-it,Time(s) inner-it-u/inner-it-p</th>
<th>MSIMPLER out-it,Time(s) inner-it-u/inner-it-p</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 × 48</td>
<td>49, 0.8</td>
<td>9, 0.15</td>
</tr>
<tr>
<td>32 × 96</td>
<td>89, 8.9</td>
<td>10, 0.97</td>
</tr>
<tr>
<td>64 × 192</td>
<td>193, 148</td>
<td>14, 8.4</td>
</tr>
</tbody>
</table>

Table 2. Sensitivity of the SIMPLER preconditioner to the inner tolerances, Stokes backward facing step solved with GCR(20) with accuracy of $10^{-4}$, PCG used as an inner solver (SEPRAN)

Table 3. Stokes backward facing step, GCR(20) with accuracy of $10^{-4}$, PCG used as an inner solver (SEPRAN)
Figure 3. The Navier-Stokes problem solved in Q2-Q1 discretized $16 \times 48$ backward facing step with various Reynolds numbers. Number of accumulated inner iterations (Left), CPU time in seconds (Right) (SEPRAN)
3.2. Comparison of Preconditioners.

3.2.1. Comparison in 2D. In this section, we compare the MSIMPLER preconditioner with the least squares commutator preconditioner. For outer iterations in LSC, Bi-CGSTAB\( \ell \) \([30]\) and GMRES( with modifications from Kelly ) \([31]\) are used in the literature \([19]\). Therefore, some of the experiments will be carried out with these two iterative methods using the IFISS package. Besides, some experiments are done with GCR\( (20) \) in SEPRAN. Subsystems in the preconditioners are solved with a direct solver, an iterative solver and a multigrid solver. In case of MG or direct solver used as inner solver, we performed the experiments within the IFISS package. We report here the total number of GMRES iterations. We keep the inner accuracy of \(10^{-1}\) for the velocity part and \(10^{-2}\) for the pressure part. Besides that we also used the algebraic-based preconditioner SILU \([9]\).

Backward facing step problem: To compare the various preconditioners we first consider the solution of the Stokes and Navier-Stokes equations on the backward facing step problem.

Table 4 shows the number of iterations and CPU time required to solve the Stokes problem in the backward facing step using Q2-Q1 elements by the various preconditioners, in combination with GCR. Also the results of SILU iterations are shown. For SILU there is only one set of iterations, since there are no inner iterations.

In Table 5 we only compare LSC and MSIMPLER for the solution of the Navier-Stokes problem on the backward facing step for various values of the Reynolds number. The equations are linearized by the Picard method. The number of iterations shown is the sum of all iterations over all Picard steps. The number of Picard iterations required in LSC is sometimes larger than for MSIMPLER. For the combination LSC and \(RE=400\), Picard does not converge. Clearly MSIMPLER behaves much better than LSC.

The difference in number of iterations between LSC and MSIMPLER decreases with increasing mesh size. This can be seen in Table 6. The system of equations for pressure and velocity part is solved by one MG cycle. The convergence is almost independent of the Reynolds number, especially for increasing mesh size. It can been seen that in most cases, the number of iterations for fixed Reynolds decreases with increase in the number of grid elements. This is due to the decrease in the cell Reynolds number (\(Re_{c} = \text{element size}/\nu\)).

Although LSC and MSIMPLER also can be applied in case Navier-Stokes is linearized by the Newton Raphson method, Table 7 shows that its convergence is much slower than Picard linearization. The reason is that Newton may have a negative effect on the main diagonal elements of the velocity matrix. Switching from Picard to Newton linearization, the difference in number of iterations is small for MSIMPLER and large for LSC.

From our experiments we conclude that MSIMPLER performs better than LSC both in number of iterations and CPU time. This behavior is the most pronounced if we use a preconditioned Krylov subspace method as inner solver. MSIMPLER is cheaper than LSC per iteration since it does not involve the multiplication of a vector with the convection-diffusion matrix.

Lid driven cavity problem: The results for the lid driven cavity confirm our conclusions of the previous section. We have solved this problem with the IFISS package. In this case the first 8 iterations are solved by a direct solver and in the ninth Picard iteration step, the iterative solver is used. This is the default setting of IFISS. Hence the number of iterations presented in Table 8 refer to one Picard iteration only.

For increasing Reynolds number the number of iterations for both our preconditioners increases mildly. This behavior decreases for increasing mesh size. MSIMPLER
always requires less CPU-time than LSC.

Table 9 shows the effect of replacing the iterative inner solver by a direct inner solver. We compare GMRES(20) with the direct solver to see the effect on the number of outer iterations. It is clear that the number of outer iterations in case of MSIMPLER is hardly effected by using an iterative solver instead of a direct solver. In case of LSC this is no longer true. For fine grids LSC does not even converge, if an iterative inner solver is used. But even in case of a direct solver, the number of outer iterations of MSIMPLER never exceeds that of LSC. Since for a large problem a direct solver is no option. We conclude that also for this problem MSIMPLER is better than LSC.

<table>
<thead>
<tr>
<th>Grid size</th>
<th>MSIMPLER</th>
<th>SILU</th>
<th>LSC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>out-it,Time(s)</td>
<td>inner-it-(u)</td>
<td>inner-it-(p)</td>
</tr>
<tr>
<td>16 (\times) 48</td>
<td>12, 0.17</td>
<td>3.16</td>
<td>87, 0.26</td>
</tr>
<tr>
<td>32 (\times) 96</td>
<td>16, 1.46</td>
<td>5.4</td>
<td>276, 3.6</td>
</tr>
<tr>
<td>64 (\times) 192</td>
<td>23, 11.4</td>
<td>14.5</td>
<td>1052, 56</td>
</tr>
<tr>
<td>128 (\times) 384</td>
<td>32, 147</td>
<td>38.8</td>
<td>4235, 966</td>
</tr>
</tbody>
</table>

**Table 4.** Backward facing step: Preconditioners used in solving the Stokes problem with preconditioned GCR(20) with accuracy of \(10^{-6}\), PCG is used as an inner solver with an accuracy of \(10^{-2}\) for the pressure and \(10^{-1}\) for the velocity system (SEPRAN)

<table>
<thead>
<tr>
<th>Grid</th>
<th>Re=100</th>
<th>Re=200</th>
<th>Re=400</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSIMPLER</td>
<td>LSC</td>
<td>MSIMPLER</td>
</tr>
<tr>
<td></td>
<td>out-iterations</td>
<td>inner-it-(u)</td>
<td>inner-it-(p)</td>
</tr>
<tr>
<td>16 (\times) 48</td>
<td>111</td>
<td>137</td>
<td>257</td>
</tr>
<tr>
<td>32 (\times) 96</td>
<td>146</td>
<td>238</td>
<td>472</td>
</tr>
<tr>
<td>64 (\times) 192</td>
<td>190</td>
<td>393</td>
<td>913</td>
</tr>
</tbody>
</table>

**Table 5.** Backward facing step: Preconditioned GCR is used to solve the Navier-Stokes problem with accuracy \(10^{-2}\), using Bi-CGSTAB as inner solver, the number of iterations are the accumulated iterations consumed by the outer and inner solvers (SEPRAN)

<table>
<thead>
<tr>
<th>Grid</th>
<th>Re(_c)=100</th>
<th>Re(_c)=200</th>
<th>Re(_c)=400</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSIMPLER</td>
<td>LSC</td>
<td>MSIMPLER</td>
</tr>
<tr>
<td></td>
<td>out-iterations (time in seconds)</td>
<td>inner-it-(u)</td>
<td>inner-it-(p)</td>
</tr>
<tr>
<td>16 (\times) 48</td>
<td>3.13</td>
<td>93.1</td>
<td>17(5.3)</td>
</tr>
<tr>
<td>32 (\times) 96</td>
<td>1.56</td>
<td>11(14.5)</td>
<td>16(20)</td>
</tr>
<tr>
<td>64 (\times) 192</td>
<td>0.78</td>
<td>20(98)</td>
<td>24(117)</td>
</tr>
</tbody>
</table>

**Table 6.** Backward facing step: Solution of the Navier-Stokes problem linearized by Picard method, \(Q_2 - Q_1\) discretization preconditioned Bi-CGSTAB (accuracy of \(10^{-6}\), MG is used inner solver (IFISS)
<table>
<thead>
<tr>
<th>Grid</th>
<th>Re=100</th>
<th>Re=200</th>
<th>Re=400</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSIMPLER</td>
<td>LSC</td>
<td>MSIMPLER</td>
</tr>
<tr>
<td>16 × 48</td>
<td>11(4.5)</td>
<td>25(9.6)</td>
<td>18(8.6)</td>
</tr>
<tr>
<td>32 × 96</td>
<td>13(23)</td>
<td>25(33)</td>
<td>17(33)</td>
</tr>
<tr>
<td>64 × 192</td>
<td>19(140)</td>
<td>33(247)</td>
<td>22(126)</td>
</tr>
</tbody>
</table>

Table 7. Backward facing step: Solution of the Navier-Stokes problem linearized by Newton method, $Q_2 - Q_1$ discretization preconditioned Bi-CGSTAB (accuracy of $10^{-6}$), MG is used inner solver (IFISS)

<table>
<thead>
<tr>
<th>Grid</th>
<th>Re=100</th>
<th>Re=500</th>
<th>Re=1000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSIMPLER</td>
<td>LSC</td>
<td>MSIMPLER</td>
</tr>
<tr>
<td>8 × 8</td>
<td>15</td>
<td>24</td>
<td>48</td>
</tr>
<tr>
<td>16 × 16</td>
<td>17</td>
<td>24</td>
<td>46</td>
</tr>
<tr>
<td>32 × 32</td>
<td>22</td>
<td>27</td>
<td>40</td>
</tr>
<tr>
<td>64 × 64</td>
<td>30</td>
<td>32</td>
<td>39</td>
</tr>
</tbody>
</table>

Table 8. Lid driven cavity: The number of outer iterations taken by preconditioned GMRES to solve the Navier-Stokes problem with accuracy $10^{-6}$, using MG as inner solver (IFISS)

<table>
<thead>
<tr>
<th>Grid</th>
<th>ILU preconditioned GMRES</th>
<th>Direct solver</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSIMPLER</td>
<td>LSC</td>
</tr>
<tr>
<td></td>
<td>outer-iterations</td>
<td>inner-it-p</td>
</tr>
<tr>
<td>Re =100</td>
<td>8 × 8</td>
<td>12.43</td>
</tr>
<tr>
<td></td>
<td>16 × 16</td>
<td>14.80</td>
</tr>
<tr>
<td></td>
<td>32 × 32</td>
<td>18.12</td>
</tr>
<tr>
<td></td>
<td>64 × 64</td>
<td>25.52</td>
</tr>
<tr>
<td>Re =500</td>
<td>8 × 8</td>
<td>32.15</td>
</tr>
<tr>
<td></td>
<td>16 × 16</td>
<td>34.18</td>
</tr>
<tr>
<td></td>
<td>32 × 32</td>
<td>28.28</td>
</tr>
<tr>
<td></td>
<td>64 × 64</td>
<td>35.38</td>
</tr>
<tr>
<td>Re =1000</td>
<td>8 × 8</td>
<td>70.37</td>
</tr>
<tr>
<td></td>
<td>16 × 16</td>
<td>68.41</td>
</tr>
<tr>
<td></td>
<td>32 × 32</td>
<td>60.61</td>
</tr>
<tr>
<td></td>
<td>64 × 64</td>
<td>47.13</td>
</tr>
</tbody>
</table>

Table 9. Lid driven cavity: Preconditioned GCR(20) is used to solve the Navier-Stokes problem with accuracy $10^{-6}$ (IFISS)
Effect of stretching. To investigate the effect of stretching on the preconditioners we consider the following two types of stretching.

Length stretching: This is the most simple type of stretching. The length of the channel is increased in the flow direction keeping the number of elements constant. Hence the grid remains equidistant in both directions, but the aspect ratio of the elements increases.

Elastic stretching: Elements sizes are taken small in regions where there is a large change in the solution and large when the change is small. Hence the mesh is no longer equidistant. Instead element sizes become larger with some factor. Both ways of stretching are shown in Figure 4.

Another type of stretching: increasing the number of elements in a direction perpendicular to the flow will not be discussed in this report. In this case, the aspect ratio of the elements in the grid remains the same.

Table 10 shows the convergence of the iterative solver on a grid with length stretching. It concerns a Stokes channel flow. From the table one may conclude that SIMPLER is very sensitive to length stretching. In case of high aspect ratio, convergence is not guaranteed. The other preconditioners have no problem at all with high aspect ratios. Since hSIMPLER reduces to SIMPLER in case of Navier-Stokes it can also not used in case of length stretching.

The story is completely different in case of elastic stretching. As long as the grid size is constant per direction, MSIMPLER and LSC perform well. However, if the grid size changes, the number of iterations increases considerably even if the increase in length between adjacent elements is small.

Table 11 shows the results for a square cavity and flow over a plate. The stretch factor is the ratio of the length of two adjacent elements. The IFISS package is used and each inner solve is performed by a direct solver to eliminate the effect of inaccurate inner solvers.

It is clear that scaling with the diagonal of the velocity mass matrix (MSIMPLER, LSC) is in general less effective than the scaling with the diagonal of the velocity matrix (SIMPLER, LSC(diag(F))) as soon the stretching factor increases. These methods are only superior for equidistant grids. If we use an iterative solver, SIMPLER even does not converge in some cases. So we may conclude that element stretching introduces large problems for our iterative methods. Probably a better scaling matrix is required in those cases.

<table>
<thead>
<tr>
<th>Length</th>
<th>SIMPLE</th>
<th>SIMPLER</th>
<th>hSIMPLER</th>
<th>MSIMPLER</th>
<th>LSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>L=10</td>
<td>70</td>
<td>51</td>
<td>36</td>
<td>18</td>
<td>21</td>
</tr>
<tr>
<td>L=50</td>
<td>94</td>
<td>NC</td>
<td>45</td>
<td>21</td>
<td>20</td>
</tr>
<tr>
<td>L=100</td>
<td>75</td>
<td>105</td>
<td>37</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>L=200</td>
<td>56</td>
<td>NC</td>
<td>26</td>
<td>13</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 10. Solution of the channel Stokes problem, $16 \times 16 Q_2 - Q_1$ discretization, preconditioned GCR (accuracy of $10^{-6}$) and subsystem solved with PCG(SEPRAN)
Figure 4. Q2-Q1 stretched grids, normal grid (Left), Elastic stretching (Right), Length stretching (Below).

Figure 5. Flow over a plate: Streamline plot (Left) and horizontal velocity contour plot (Right) of a $64 \times 64$ grid with $\nu = 1/100$. 
Table 11. Solution of the Navier-Stokes problem, \( Q_2 - Q_1 \) discretization, preconditioned GCR (accuracy of \( 10^{-6} \)) and subsys-
tem solved with direct solver for elastic stretching (IFISS)

3.2.2. Experiments in 3D. To investigate the performance of the iterative methods in 3D we have solved the 3D backward facing step problem. We have limited ourselves to non-stretched grids. Besides the iterative solvers derived in this report we also use the SILU iterative solver for comparison. Mark that iterations in SILU are noted as outer iterations, although there are no inner iterations for that method. Table 12 shows the results for the Stokes problem. We see that both SIMPLER and LSC fail for increasing mesh size. MSIMPLER is always cheaper than SILU especially for increasing grid size where the gain becomes large. The accuracy required is \( 10^{-6} \).

Table 13 gives the results for Navier-Stokes problem linearized by the Picard method. In each non-linear iteration we use an accuracy of \( 10^{-2} \) which is also sufficient to let LSC converge. In this case the difference between MSIMPLER and SILU is much smaller. LSC converges but takes approximately twice the time needed for the other methods in case of fine grids. If we replace the hexahedrons by tetrahedrons the results for the Navier-Stokes are completely different as shown in Table 14. Now SIMPLE converges much faster than MSIMPLER and LSC, and SILU is superior to the other methods. The diagonal of the velocity mass matrix does not seem a good scaling matrix in this case.
### Table 12. 3D Backward facing step: Preconditioners used in the Stokes problem with preconditioned GCR(20) with accuracy of $10^{-6}$ (SEPRAN) using Q2-Q1 hexahedrons

<table>
<thead>
<tr>
<th>Grid size</th>
<th>SIMPLE</th>
<th>MSIMPLER</th>
<th>SILU</th>
<th>LSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 x 8 x 16</td>
<td>50(4.4)</td>
<td>14(1.3)</td>
<td>149(2.6)</td>
<td>21(2.3)</td>
</tr>
<tr>
<td>16 x 16 x 32</td>
<td>95(113)</td>
<td>20(25)</td>
<td>557(77)</td>
<td>29(50)</td>
</tr>
<tr>
<td>24 x 24 x 48</td>
<td>130(617)</td>
<td>19(94)</td>
<td>698(373)</td>
<td>NC</td>
</tr>
<tr>
<td>32 x 32 x 40</td>
<td>NC</td>
<td>26(208)</td>
<td>978(720)</td>
<td>NC</td>
</tr>
</tbody>
</table>

### Table 13. 3D Backward facing step: Preconditioners used in solving the Navier-Stokes problem with preconditioned GCR(20) with accuracy of $10^{-2}$ (SEPRAN) using Q2-Q1 hexahedrons

<table>
<thead>
<tr>
<th>Grid size</th>
<th>SIMPLE</th>
<th>MSIMPLER</th>
<th>SILU</th>
<th>LSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 x 8 x 16 (Re = 100)</td>
<td>63(11)</td>
<td>207(8.0)</td>
<td>84(15)</td>
<td>257</td>
</tr>
<tr>
<td>8 x 8 x 16 (Re = 200)</td>
<td>90(14.3)</td>
<td>311(11.5)</td>
<td>132(20)</td>
<td>2830</td>
</tr>
<tr>
<td>16 x 16 x 32 (Re = 400)</td>
<td>153(269)</td>
<td>901(207.6)</td>
<td>271(553)</td>
<td>1390</td>
</tr>
<tr>
<td>24 x 24 x 48 (Re = 400)</td>
<td>154(1187)</td>
<td>2072(1400)</td>
<td>297(2800)</td>
<td>1861</td>
</tr>
<tr>
<td>32 x 32 x 40 (Re = 400)</td>
<td>209(2479)</td>
<td>3008(2607)</td>
<td>387(4600)</td>
<td>2970</td>
</tr>
</tbody>
</table>

### Table 14. 3D Backward facing step: Preconditioners used in the Navier-Stokes problem with preconditioned GCR(20) with accuracy of $10^{-2}$ (SEPRAN) using 16 x 16 x 32 Q2-Q1 tetrahedron, the accumulated number of iterations are reported in this table

<table>
<thead>
<tr>
<th>Re</th>
<th>SIMPLE</th>
<th>MSIMPLER</th>
<th>SILU</th>
<th>LSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>107(255)</td>
<td>128(309)</td>
<td>210(105)</td>
<td>118(259)</td>
</tr>
<tr>
<td>200</td>
<td>203(551)</td>
<td>248(698)</td>
<td>392(188)</td>
<td>275(753)</td>
</tr>
<tr>
<td>400</td>
<td>238(716)</td>
<td>272(1359)</td>
<td>547(175)</td>
<td>389(1676)</td>
</tr>
</tbody>
</table>
Conclusions

In this report we have studied the convergence behavior of some block preconditioner for Stokes and Navier-Stokes both in 2D and 3D. Results for various grid sizes and Reynolds numbers have been investigated. In some cases we also compared the convergence with an algebraic preconditioner (SILU). Unfortunately there is no unique conclusion, since the results depend on stretching and the type of elements used. We come to the following observations:

- MSIMPLER is at present the fastest of all SIMPLE-type preconditioners, except in the case of 3D tetrahedrons, where its convergence becomes poor.
- In contrast with SIMPLER, MSIMPLER is not sensitive to the accuracies that are used for the inner solvers.
- MSIMPLER is the cheapest to construct of all SIMPLE-type methods since the Schur complement matrix is constant and therefore can be made at the start of the process. This is because the scaling is independent of the velocity.
- In all our experiments MSIMPLER proved to be cheaper than LSC. This concerns both the number of inner iterations and CPU time.
- The number of outer iterations in MSIMPLER hardly increases if a direct solver for the subsystems is replaced by an iterative solver. This is in contrast with LSC where large difference are observed. It appears that the combination of LSC with MG is nice but LSC with PCG inner solver can take many iterations and much CPU time.
- In our experiments, MSIMPLER proved to be cheaper than SILU except in case of 3D tetrahedrons.
- MSIMPLER has no problem with length stretching, whereas some of the other preconditioners have. However in case of elastic stretching, the convergence of MSIMPLER and LSC becomes poor.

We observed that, for the grid having elements with small aspect ratio, the convergence of MSIMPLER is encouraging for the rectangular elements in 2D and hexahedrons elements in 3D. However, the nice convergence properties of MSIMPLER fade when it is applied to the grid with triangular elements in 2D and tetrahedrons in 3D. MSIMPLER shows also problems in stretched grids. These are the main points of our further research.
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Appendix A. SIMPLER Formulations

We have seen that SIMPLER preconditioner /algorithm can be written in form of Symmetric Block Gauss-Seidal [22]. This form contains two Poisson solves as well as two velocity solves. The classical form of the SIMPLER method contains only one velocity solve. We shall show that the second velocity solve has no effect on the convergence of SIMPLER. The classical form of SIMPLER is:

SIMPLER algorithm with one velocity solve:

1. Solve \( \hat{S}p^* = r_p - BD^{-1}((D - F)u^k + r_u) \),
2. Solve \( Fu^* = r_u - BTp^* \).
3. Solve \( \hat{S}\delta p = r_p - Bu^* \).
4. update \( u = u^* - D^{-1}BT\delta p \).
5. update \( p = p^* + \delta p \).

where velocity \( u^k \) is estimated from prior iterations. \( r_u \) and \( r_p \) are the residuals in the velocity part and pressure part, respectively. \( D \) is the diagonal of the convection diffusion matrix and \( \hat{S} = -BD^{-1}BT \), an approximation to the Schur complement.

The Symmetric Block Gauss-Seidal form of the SIMPLER preconditioner can be written as:

\[
\begin{pmatrix}
  u^* \\
p^*
\end{pmatrix} =
\begin{pmatrix}
u^k \\
p^k
\end{pmatrix} + M_L^{-1}B_L \begin{pmatrix}
r_u \\
r_p
\end{pmatrix} - A \begin{pmatrix}
u^k \\
p^k
\end{pmatrix},
\]

(A-1)

\[
\begin{pmatrix}
u^{k+1} \\
p^{k+1}
\end{pmatrix} =
\begin{pmatrix}
u^* \\
p^*
\end{pmatrix} + B_R M_R^{-1} \begin{pmatrix}
r_u \\
r_p
\end{pmatrix} - A \begin{pmatrix}
u^* \\
p^*
\end{pmatrix},
\]

(A-2)

where \( u^k \) and \( p^k \) in (16) are obtained from the previous step (both zero in our case) and

\[
A = \begin{pmatrix} F & B^T \\ B & 0 \end{pmatrix}
\]

(A-3)

\[
B_R = \begin{pmatrix} I & -D^{-1}B^T \\ 0 & I \end{pmatrix}, \quad M_R = \begin{pmatrix} F & 0 \\ B & \hat{S} \end{pmatrix} \quad \text{and}
\]

(A-4)

\[
B_L = \begin{pmatrix} I & 0 \\ -BD^{-1} & I \end{pmatrix}, \quad M_L = \begin{pmatrix} F & B^T \\ 0 & \hat{S} \end{pmatrix}.
\]

(A-5)

The steps given in (A-1) and (A-2) contain two Poisson solves, two velocity sub-problems solves- posed to one velocity solve in the classical algorithm- and matrix vector updates.

A.1. The SIMPLER preconditioner with one velocity solve. In the SIMPLER preconditioner, we use one step of the SIMPLER method. Therefore, we initialize \( u^k \) and \( p^k \) to zero in (A-1). This reduces (A-1) to

\[
\begin{pmatrix}
u^* \\
p^*
\end{pmatrix} = M_L^{-1}B_L \begin{pmatrix}
r_u \\
r_p
\end{pmatrix},
\]

(A-6)

Rewriting (A-6) leads to

\[
p^* = \hat{S}^{-1}(r_p - BD^{-1}r_u),
\]

(A-7)

\[
u^* = F^{-1}(r_u - BTp^*),
\]

(A-8)

assuming we use exact inverses. Next we consider (A-2). First compute the residual part,

\[
\begin{pmatrix}
r_{un} \\
r_{pn}
\end{pmatrix} = \begin{pmatrix}
r_u \\
r_p
\end{pmatrix} - A \begin{pmatrix}
u^* \\
p^*
\end{pmatrix}.
\]

(A-9)

The velocity part becomes:
\[ r_{u_n} = r_u - F u^* - B^T p^*. \]

If we substitute \( u^* \) from (A-8) in \( r_{u_n} \) we get

\[ r_{u_n} = r_u - F F^{-1} (r_u - B^T p^*) - B^T p^* = 0. \]

The pressure part is equal to:

\[ r_{p_n} = r_p - B^T u^*, \]

therefore, (A-5) reduces to

\[
\begin{pmatrix}
  u^{k+1} \\
p^{k+1}
\end{pmatrix} = \begin{pmatrix}
u^* \\
p^*
\end{pmatrix} + B_R M^{-1}_R \begin{pmatrix} 0 \\ r_{p_n}
\end{pmatrix}.
\] (A-10)

The formulation (A-6) and (A-10) will give rise to three steps in the SIMPLER preconditioner because there is no need to perform an extra velocity solve in (A-10) when the right-hand side is zero.

\[
\delta p = S^{-1}(r_p - B u^*),
\] (A-11)

\[
u^{k+1} = u^* + B D^{-1} \delta p,
\] (A-12)

and

\[
p^{k+1} = p^* + \delta p.
\] (A-13)

In the next section, we will show that this also holds in the SIMPLER algorithm.

A.2. The SIMPLER algorithm with one velocity solve. The SIMPLER algorithm in the Symmetric Block Gauss-Seidal form is given:

\[
\begin{pmatrix}
u^* \\
p^*
\end{pmatrix} = \begin{pmatrix} u^k \\
p^k
\end{pmatrix} + M^{-1}_L B_L \begin{pmatrix} r_u \\ r_p
\end{pmatrix} - A \begin{pmatrix} u^k \\
p^k
\end{pmatrix},
\] (A-14)

\[
\begin{pmatrix}
u^{k+1} \\
p^{k+1}
\end{pmatrix} = \begin{pmatrix} u^* \\
p^*
\end{pmatrix} + B_R M^{-1}_R \begin{pmatrix} r_u \\ r_p
\end{pmatrix} - A \begin{pmatrix} u^* \\
p^*
\end{pmatrix},
\] (A-15)

where \( A \) represents the complete matrix given in (4), \( u^k \) and \( p^k \) in (16) are obtained from the previous step

\[
B_R = \begin{pmatrix} I & -D^{-1} B^T \\ 0 & I
\end{pmatrix}, \quad M_R = \begin{pmatrix} F & 0 \\ B & \hat{S}
\end{pmatrix}
\] (A-16)

In this case we assume that \( u^k \) and \( p^k \) are non-zero. We are interested in computing the residual in (A-15) that is:

\[
\begin{pmatrix} r_{u_n} \\ r_{p_n}
\end{pmatrix} = \begin{pmatrix} r_u \\ r_p
\end{pmatrix} - A \begin{pmatrix} u^* \\
p^*
\end{pmatrix},
\] (A-17)

From (A-14), we can write

\[
A \begin{pmatrix} u^* \\
p^*
\end{pmatrix} = A \begin{pmatrix} u^k \\
p^k
\end{pmatrix} + A M^{-1}_L B_L \begin{pmatrix} r_u \\ r_p
\end{pmatrix} - A \begin{pmatrix} u^k \\
p^k
\end{pmatrix}.
\] (A-18)

First we evaluate \( A M^{-1}_L \),

\[
A M^{-1}_L = \begin{pmatrix} F & B^T \\ B & 0
\end{pmatrix} \begin{pmatrix} F^{-1} & -F^{-1} B^T \hat{S}^{-1} \\ 0 & \hat{S}^{-1}
\end{pmatrix} = \begin{pmatrix} I & 0 \\ BF^{-1} & -BF^{-1} B^T \hat{S}^{-1}
\end{pmatrix}.
\] (A-19)

And next \( A M^{-1}_L B_L \),

\[
A M^{-1}_L B_L = \begin{pmatrix} I & 0 \\ BF^{-1} & -BF^{-1} B^T \hat{S}^{-1}
\end{pmatrix} \begin{pmatrix} I & 0 \\ -BD^{-1} & I
\end{pmatrix} = \begin{pmatrix} I & 0 \\ B_r & S_r
\end{pmatrix},
\] (A-20)

where \( B_r = BF^{-1} + BF^{-1} B^T \hat{S}^{-1} BD^{-1} \) and \( S_r = -BF^{-1} B^T \hat{S}^{-1} \). (A-18) becomes

\[
A \begin{pmatrix} u^* \\
p^*
\end{pmatrix} = A \begin{pmatrix} u^k \\
p^k
\end{pmatrix} + \begin{pmatrix} I & 0 \\ B_r & S_r
\end{pmatrix} \begin{pmatrix} r_u - F u^k - B^T p^k \\ r_p - B u^k
\end{pmatrix},
\] (A-21)
\[
A \begin{pmatrix} u^* \\ p^* \end{pmatrix} = \begin{pmatrix} F u^k + B^T p^k \\ B u^k \end{pmatrix} + \begin{pmatrix} r_u - F u^k - B^T p^k \\ B_r (r_u - F u^k - B^T p^k) + S_r (r_p - B u^k) \end{pmatrix}, \quad (A-22)
\]

\[
A \begin{pmatrix} u^* \\ p^* \end{pmatrix} = \begin{pmatrix} B u^k + B_r (r_u - F u^k - B^T p^k) + S_r (r_p - B u^k) \end{pmatrix}. \quad (A-23)
\]

Updating (A-17) by using (A-23) leads to
\[
\begin{pmatrix} r_u \\ r_p \end{pmatrix} = \begin{pmatrix} 0 \\ r_p - (B u^k + B_r (r_u - F u^k - B^T p^k) + S_r (r_p - B u^k)) \end{pmatrix}. \quad (A-24)
\]

So again we see that the right-hand side for the velocity solve in (A-17) is zero.

In the proofs we used exact solvers. We have done some experiments with inexact solvers and found no major difference between the number of iterations with one or two velocity solves. For this reason we only use the one velocity solve formulation.