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## Abstract

This research contains the design, modeling, and analysis of the Terrascope. This apparatus intends to use the Earth's atmosphere as a lens to bend light rays from celestial objects and focus them into a detector placed at a distance from the Earth, for example, the Moon. We develop an independent model from that of David Kipping, on whose Terrascope research this work is based. Our Terrascope model uses gradient-index optics to calculate the light bending through the Earth's atmosphere. We also model three different atmospheric effects which modify the light passing through the atmosphere: turbulence, Rayleigh scattering, and ozone absorption. Our results show that turbulence has the largest impact on the light, and, consequently, on the functioning of our Terrascope. It causes the light to spread out, decreasing the image resolution and amplification. Without atmospheric effects, our model simulations predict a maximum amplification of about 55,000 , the same results as Kipping. This occurs when using a 1 m detector aperture, $1.5 \times 10^{9} \mathrm{~m}$ detector distance, and 1000 nm wavelength light. Using the same parameters, when scattering and absorption are considered, the amplification decreases by $14 \%$. When turbulence is considered, the amplification decreases by $99.98 \%$ to a total of 10. This is much lower than Kipping's prediction of 22,500. We conclude that turbulence is the most important aspect of the Terrascope to consider in any future work. The Terrascope continues to be interesting concept for study and may have promise for observing celestial objects if a farther detector distance, longer light wavelength, and different atmosphere are considered.

## 1

## Introduction

### 1.1. Telescopes: Their Purpose and Limits to Current Approaches

Since people first pointed the telescope to the sky in the 17th century, they have been making increasingly advanced instruments with which to observe celestial objects [22]. The first "spyglass" is credited to Hans Lippershey in 1608, but it is Galileo Galilei who first used the lensing properties of glass to observe outer space. Of chief importance when considering new devices are the telescopes' ability to amplify (increase light collection), resolve (distinguish different parts of the object), and magnify (make the object appear bigger compared to the naked eye). Amplification is measured as the ratio of light intensity observed when using the telescope to the light intensity without the telescope. The observed intensity depends on the number of photons (light) received, which in turn depends on the telescope's light receiving area. Of course, area is determined by diameter (the aperture). A telescope's angular resolution is proportional to the inverse of the aperture [28]. The concept of angular resolution is illustrated in Figure (1.1). Lastly, the magnification is equal to the ratio of the focal length of the telescope to the focal length of the eye-piece. The focal length of a lens depends on the material of the lens and its surroundings as well as the radius of curvature of the lens. An illustration of this is seen in Figure (1.2), where the aperture is $A B$ and the magnification is $\frac{O Q}{E Q}$ [23].

The first type of telescope was called a "refracting telescope" (see again Figure (1.2), due to its ability to refract (bend) light rays which passed through it. Many improvements were then made upon these refractors, including: switching from spherical to hyperbolic lenses to focus rays at a single point; using achromatic lenses to avoid wavelength-dependent light splitting; and developing the tubeless aerial telescope to prevent long telescopes from collapsing in the wind [50]. The size of a refractor is inherently important, since we desire a large aperture and long focal length. However, in the late 19th century, the size of the glass lens became a limiting factor for producing more powerful telescopes. Making, polishing, and supporting ex-


Figure 1.1: A protoplanetary disk, the disk of gas and dust in which planets are formed, is imaged two years apart, with the later image in higher angular resolution. Taken by the ALMA (Atacama Large Millimeter Array) radio telescope, from 2016 and 2018 [27],[1].


Figure 1.2: Determining the magnification of a Galilean telescope in a drawing by Sir William Herschel. Light enters from the left and the eye-glass is on the right. Segment $A B$ is the aperture, $O Q$ is the focal length of the telescope, and EQ is the focal length of the eye-glass [23]
tremely large pieces of glass became too difficult. The largest refractor in existence was built in 1897 at Yerkes Observatory in Wisconsin; it measures 18.9 meters long and 1.02 meters in diameter [20].

Reflecting telescopes offer an alternative to refracting telescopes and are called as such because they reflect (bounce) light rays from objects to the observer. Reflectors were developed almost concurrently with refractors; the first one was designed by Niccolo Zucchi in 1616, but faced technical implementation problems. These issues were mostly associated with the material (it was before the time of glass mirrors) such as difficulty shaping and polishing, and the material absorbing certain colors. The Newtonian telescope (Figure (1.3)), invented in 1668 by Sir Isaac Newton, and the Cassegrain telescope (Figure (1.4)), invented in 1672 by Laurent Cassegrain, are the most widely used designs today. Over time, reflectors became the telescope of choice because multiple mirrors could be used to bounce light multiple times, yielding a longer telescope focal length without a longer containing tube [50].


Figure 1.3: Diagram of the light rays inside a Newtonian reflecting telescope [31].


Figure 1.4: Diagram of the light rays inside a Cassegrain reflecting telescope [31].

Hundreds of years later, when humans entered the era of space travel, (reflecting) telescopes were put into space. This solved the problem of the atmosphere distorting the image of Earthbased telescopes, called atmospheric "seeing" [12]. However, larger telescopes are more costly both to make and to launch into space. The cost does not scale linearly with aperture length; rather, it scales with aperture to the 2.5 power [45]. Segmented mirror designsthose which employ multiple small mirrors joined together rather than a single giant mirrorhave a slightly less drastic power law cost behavior, estimated to be to the 2.0 power [45]. As telescopes become larger in the quest for gathering more light, this scaling will soon yield telescopes with prices in the tens of billions of Euros. Thus, scientists are always searching for an alternative.

### 1.2. Kipping's Terrascope

In 2019, inspired by ideas to use the sun's gravitational field as a gravitational lens, David Kipping of Columbia University put forth the idea of using the Earth's gaseous atmosphere


Figure 1.5: Diagram of the Terrascope, with paralle light rays from the celestial object entering the Earth's atmosphere from the left, passing through, being focused by a lens, and ending at the detector. The top of the atmosphere is outlined in dashed lines to show its resemblance to a lens, such as the secondary lens. This secondary lens is not necessary for the Terrascope to function, but is shown here to highlight the similar shapes of the atmosphere and a lens. Figure not to scale.
as an optical refracting lens [43], [28]. The premise is based on the atmosphere resembling a convex lens, thicker on the "bottom" and thinner at the "top", causing light rays which pass through to converge. A detector would then be placed at the convergence point to collect the light from the celestial objects which pass behind the Earth, and whose light is lensed. Since the concept uses the Earth's atmosphere as a natural lens, Kipping calls it the "Terrascope". A representation of the set-up is seen in Figure (1.5), where a second lens is used to aim the light into a detector (although this is not necessary).

If it works, the possible benefits of the Terrascope are: (1) the amplification would be unparalleled because a lens this large has never been used, (2) it is relatively cheap because amplification is achieved by using a pre-existing lens, and thus nothing has to be created and launched into space other than a light-gathering detector, (3) it opens doors to other solar system objects being used for similar endeavors, and (4) it has potential for use as an amplifier for sending signals into space, in addition to receiving them.

In his paper, Kipping outlines his plan for the Terrascope and walks through a proof of concept. He begins with splitting the Earth's atmosphere into concentric shells of equal height that are constant in climate over each shell. Six different temperature-pressure profiles are applied to the shells to investigate the impact of differing latitudes and seasons. Rays of light pass through the shells, refracting (bending) as they hit each consecutive shell boundary. The minimum depth each ray penetrates is recorded, along with the total bending angle, and how much material it travels through (airmass). These variables heavily depend upon where the ray first hits the atmosphere- called the "impact parameter"- and so a critical impact parameter is calculated. It ranges in value from $1.7-2.3 \mathrm{~km}$ depending upon the temperature-pressure profile and light wavelength Kipping uses. He then sets about determining the focal point. Interestingly, because there is an upper and lower impact parameter for the top and bottom of the detector, respectively, there exists a focal line. The inner (closest to Earth) point along
this line has the highest potential amplification: closer and there is no image. The inner focus ranges in value from $200,000-350,000 \mathrm{~km}$, again depending upon the atmospheric profile and wavelength used. For comparison, the moon is at a distance of 384,400km [15]. The image at any given location along the focal line is a ring of lensed light. It is a ring rather than a complete image because the atmosphere is also only a ring; it is comparable to refracting light through only the outer rim of a lens and blocking the center. This ring is circularly symmetric if the celestial object is directly in line with the Earth and collecting detector, called "on-axis". If the celestial object is "off-axis", then the ring is oval shaped. Kipping takes into account the absorption of light by the particles in the atmosphere by using a transmittance model. He determines that the amount of light blocked in this manner is roughly equivalent to that of a telescope on a high mountain with excellent seeing (not much atmospheric disturbance). He accounts for clouds by using effective cloud fraction data and noting that above a certain altitude, clouds are mostly absent from the atmosphere. He determines that if the detector is placed at one Hill-sphere radius ( $1,500,000 \mathrm{~km}$ ), the rays only penetrate down to a height of 13.7 km and only $10 \%$ of light is lost. Thus, Kipping proposes to put the Terrascope at this distance. Before calculating the final amplification, he cuts his estimate in half to account for half of the light being unusable due to the Sun's position. When the Sun is behind the Earth from the point of view of the detector, light from the Sun scattering through the Earth's upper atmosphere will cause background light that cannot be removed, thus rendering the observations during that period unusable. When the Sun is at a $90^{\circ}$ to the detector, an occultor must be used and half of the light is unusable. The final number at which Kipping arrives is 22,500 times the amplification of the object when using a 1 m detector, at a distance of $150,000,000 \mathrm{~km}$, for 1000 nm light. For comparison, this is equivalent to using a 150 m telescope in space. The Terrascope has the potential for unprecedented amplifying power, and deserves a more in-depth investigation. Such is the basis for this thesis work.

### 1.3. Central Flash

Although Kipping's research is the basis for our work, he is not the first to propose that an atmosphere can act as a lens to cause the amplficiation of light. In 1976, while studying the occultation of a star by Mars, J. L. Elliot observed a "central flash" as Mars passed in front of the star [14]. In 1977, Elliot's frequent collaborator, W. B. Hubbard, wrote about this phenomenon as a "bright central spot" and hypothesized about its amplficiation and potential uses [25]. In Hubbard's paper, he suggested that the bright spot could be used to form images of celestial objects, as a kind of "telescope". Using Mars' atmosphere, placing the detector a distance of $150,000,000 \mathrm{~km}$ away, and observing at 500 nm , Hubbard calculated that his "telescope" gathered as much light as a 100m conventional telescope. Hubbard's research is relevant to Kipping's and our own work; unfortunately, it did not come to our attention until shortly before our publication. However, we mention the research in our report because the findings are useful and we hope that any future work on this topic will include it.

### 1.4. Research Questions

The research in this thesis will explore Kipping's Terrascope in more detail, using models of the Earth's atmosphere. The main research questions and sub-questions are as follows:

- Can the Terrascope be a useful telescope, and if so, to what extent?
- What kind of numerical model is suitable for studying the Terrascope?
- What physical effects will diminish the quality of the Terrascope?


### 1.5. Methodology

The questions will be answered in the remainder of this work. This chapter served as an introduction to telescopes and Kipping's Terrascope. Chapter 2 explains the Terrascope used in this work. Chapter 3 details the results of the research, with a focus on different effects and how they vary with certain parameters. Chapter 4 discusses the final results, including a comparison to Kipping's work. Chapter 5 answers the research questions and sets a path for future work.


## This Terrascope

The numerical Terrascope in this work is designed to model the light from stars which traverses the Earth's atmosphere, bending as it does so, and enters a light detector some distance away. In the following chapter, we will outline the methods used to develop our Terrascope and how the model itself functions. For continued reference throughout the chapter, Figure (2.1) shows the geometrical set up of this Terrascope labeled with important parameters. Although both aim to simulate the same phenomena, there are a number of differences between Kipping's model and the model developed in this research; when necessary, these differences will be explained. In this chapter, first we will explore how light is traced, starting with the foundations of optics. Next, we will describe the propagation of light rays using equations of motion. Finally, we will explain the three variations of codes used in this research.

### 2.1. Ray Tracing

Essential to tracing light from a celestial object, through the Earth's atmosphere, and into the detector is understanding how that light will travel. Geometric optics is a model describing light as rays or beams [10]. This model is the most useful for this research because light will be traced through different media, and the "line" of light will bend at each boundary. As Richard Feynman said in one of his lectures:

If one has an actual, detailed problem in lens design, including analysis of aberrations, then he is advised to read about the subject or else simply to trace the rays through various volumes (which is what the book tells us how to do), using the law of refraction from one side to the other, and to find out where they come out and see if they form a satisfactory image. People have said that this is too tedious, but today, with computing machines, it is the right way to do it [16].

Today, even more so than when this was said in 1961, computers are best suited to performing geometrical optics calculations. In the following section, the principles behind these optics will be explored.


Figure 2.1: Geometry of the Terrascope, not to scale. Green is the boundary of the Earth's surface, blue is the boundary of the atmosphere, and red are the same rays of light from an astronomical object. The incoming rays are always assumed to be parallel. The $y$-direction is vertical and the $x$-direction (not shown) points out of the plane of the page. In reality and in the model, the Earth and the atmosphere around it are spherical. The z-direction is the direction of light propagation. Rays are propagated from the detector on the left, which is situated at a position of $z=-L$. R is the radius of the Earth and 10 H is the height of the atmosphere, where H is the atmospheric scale height. $r$ is the position of the ray and $r / L$ is the angle at which it enters the detector, in the small angle approximation.

### 2.1.1. Refraction

Refraction is the phenomenon of light bending when it travels from one medium (environment) to another. Observations going back thousands of years recorded that the amount of bending is determined by the two mediums and the angle at which the light ray strikes their interface. This striking angle is called the "angle of incidence", denoted $\theta_{i}$, and the bent angle is called the "angle of refraction", denoted $\theta_{r}$. Simple refraction is shown in Figure (2.2). In 1621,


Figure 2.2: The rectangular box structure represents an enclosed medium, through which a light ray is passing. The line perpendicular to the surface is called the "normal", and it is with respect to this line that the angles of incidence and refraction, $\theta_{i}$ and $\theta_{r}$, respectively, are measured [17].

Willebrord Snell deduced a law describing how light bends, and which took into account the angles and the medium [17]. Snell's law is as follows:

$$
\begin{equation*}
n_{i} \sin \left(\theta_{i}\right)=n_{r} \sin \left(\theta_{r}\right) \tag{2.1}
\end{equation*}
$$

Where

- $\theta_{i}$ : angle of incidence, the angle inside the incident/first medium at which the light ray strikes the surface
- $\theta_{r}$ : angle of refraction, the angle inside the refracted/second medium at which the light ray leaves the surface
- $n_{i}$ : incident medium refractive index, the number describing how fast light travels in the incident/first medium (equal to the ratio of the speed of light in a vacuum to the speed of light in the medium)
- $n_{r}$ : refractive medium refractive index, the number describing how fast light travels in the refracted/second medium (equal to the ratio of the speed of light in a vacuum to the speed of light in the medium)

The practical implications of this law are as follows: when light travels from a thinner medium to a thicker medium (from where light moves faster to where it moves slower), the angle of incidence is larger than the angle of refraction, i.e. the light ray bends inward, toward the normal. When light travels from a thicker medium to a thinner medium (from where light moves slower to where it moves faster), the angle of incidence is smaller than the angle of refraction, i.e. the light ray bends outward, away from the normal. The refraction phenomenon can be explained by Fermat's Principle of Least Time, which states that light travels between points such that it takes the least possible time. When materials change, the speed of light changes accordingly, and so the light changes its path to traverse the new medium as quickly as possible [17].

An instance of refraction seen in everyday life is that of the setting Sun appearing higher in the sky than it actually is, shown in Figure (2.3). The Earth's atmosphere is thicker at lower alti-


Figure 2.3: Setting sunlight enters the atmosphere at a higher altitude in order to avoid the slowing effects of the thicker atmosphere at lower altitudes. The resulting bent light makes it appear as if the Sun is higher in the sky than its true position below the horizon [17].
tudes and becomes thinner with increasing altitude. Thus, when the Sun is low on the horizon (close to setting), the light rays must travel through many layers of the thickest atmosphere at a shallow angle to arrive at someone observing the setting Sun. The speed of light is slower in thicker mediums, so to comply with the Principle of Least Time, the light instead enters the atmosphere at a higher altitude, where the atmosphere is thinner, and then travels at a steeper angle to arrive at the observer. This steeper angle at which light arrives makes it appear as if the Sun is higher in the sky than is really is. Thus, when one sees the Sun set below the horizon, it has actually already dropped behind the true horizon [17].

Astronomical refraction refers to the angular displacement of astronomical objects from their expected position due to refraction in the Earth's atmosphere [51]. This effect was discovered because the apparent positions of celestial objects differed from what they were expected to be via trigonometric computations. In 1587, Tycho Brahe used the difference in position of the Sun at the summer and winter solstices to measure astronomical refraction and calculate it for different apparent zenith angles. In 1656, Cassini improved upon this by using Snell's law; a drawing of this can be is seen in Figure (2.4).


Figure 2.4: Cassini's model of atmospheric refraction. The bolder arc is the surface of the Earth and the thinner arc is the atmosphere. $C$ is the center of the Earth, $R$ is the radius of the Earth, $O$ is the observer, $P$ is where the light ray from the star enters the atmosphere, $h$ is the height above the surface where the ray enters, and $r$ is the ray itself. Line segment $C P$ is the normal to the surface and atmosphere boundary. The light ray enters the atmosphere at an angle $z_{2}$ to the normal, but exits and is viewed by the observer at angle $z_{1}$. Note that $z_{1}<z_{2}$ because the atmosphere is denser than the vacuum of space [52].

Both Brahe and Cassini assumed that refraction only happened in one place- at the top of the atmosphere of fixed height. Later, atmospheric measurements were taken and it was discovered that the pressure and temperature change with increasing altitude. In 1669, Picard discovered that the astronomical refraction depends on temperature and in 1708, Hawksbee discovered that it also depends on density. These new insights lead to the development of


Figure 2.5: Similar to Figure (2.4, but with two atmospheric layers, although more are necessary to closely approximate the gradual change in atmosphere with increasing altitude. Here, $O$ is the center of the Earth, $a$ is the radius of the Earth, $P_{e}$ is the observer, $P_{n}$ is where the light ray from the star enters the atmosphere, $P_{n+1}$ is another atmospheric shell, $r_{n}$ is the height above the surface where the ray enters, and $r_{n+1}$ is the height of the other atmospheric shell. The light right enters the atmosphere at angle $i_{n}$, bends to $e_{n}$, enters the next shell at $i_{n+1}$, bends to $Z_{0}-Z$ [32].
the concentric spherical shell model for astronomical refraction, seen in Figure (2.5). These shells are local regions where the composition, pressure, and temperature are assumed to be constant. Therefore, they also have constant refractive index [32]. As the atmospheric altitude increases, the density, and therefore the refractive index, decreases. Thus, each concentric shell has a smaller value of $n$. This is exactly the theory upon which Kipping's calculations are based. As was mentioned in the Terrascope section of the Introduction, it is expected that light rays from celestial objects will penetrate the atmosphere and refract through consecutive layers, where the bending angle will depend on the physical properties of the atmosphere at each layer. In our Terrascope, we take the number of shells to approach infinity, thus creating a continuous, rather than discrete, change in $n$. We model the change in $n$ by using the gradient, $\nabla n$. This technique is known as gradient-index optics and will be outlined in the following section.

### 2.1.2. Gradient-Index Optics

Recall from the previous section Fermat's Principle stating that light travels between points in the least possible time. We can represent the integral of this light path between points as [33]:

$$
\begin{align*}
S & =\int_{P_{0}}^{P} n(\mathbf{r}) d s  \tag{2.2}\\
& =\int_{P_{0}}^{P} n(x, y, z) d s \tag{2.3}
\end{align*}
$$

Where

- $S$ : light path integral
- $P_{0}, P$ : two points between which the light is traveling
- $n(\mathbf{r})=n(x, y, z)$ : refractive index as a function of coordinate position
- $d s$ : an element of the path length

Noting that an element of the path length is equal to an element of time multiplied by the velocity, we make the substitution $d s=v d t$, yielding:

$$
\begin{equation*}
S=\int_{P_{0}}^{P} n(\mathbf{r}) v d t \tag{2.4}
\end{equation*}
$$

In order for light to travel between these points in the least possible time, we aim to minimize the integral. An integral in the form of Equation (2.4) is known as the "action", and minimizing the action is known as the Principle of Least Action. We apply this principle to the optical system at hand to define its equations of motion. We do this by deriving the Lagrangian. The action, Equation (2.4), takes the form [29]:

$$
\begin{equation*}
S=\int \mathcal{L} d t \tag{2.5}
\end{equation*}
$$

and thus our Lagrangian is:

$$
\begin{align*}
\mathcal{L}(\mathbf{r}, \dot{\mathbf{r}}) & =n(\mathbf{r}) v  \tag{2.6}\\
\mathcal{L}(x, y, z, \dot{x}, \dot{y}, \dot{z}) & =n(x, y, z) \sqrt{\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}} \tag{2.7}
\end{align*}
$$

Where

- $\dot{x}, \dot{y}, \dot{z}$ : derivative of position coordinates with respect to time
- $v$ : absolute velocity

From here, we will derive the Euler-Lagrange equation:

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial \dot{\mathbf{r}}}=\frac{\partial \mathcal{L}}{\partial \mathbf{r}} \tag{2.8}
\end{equation*}
$$

Since the time derivative of position is velocity and the velocity also has three components, we can can rewrite the second term on the left hand side as:

$$
\frac{\partial \mathcal{L}}{\partial \dot{\mathbf{r}}}=\frac{\partial \mathcal{L}}{\partial \mathbf{v}}=\left(\begin{array}{l}
\frac{d \mathcal{L}}{d v_{1}}  \tag{2.9}\\
\frac{d \mathcal{L}}{d v_{2}} \\
\frac{d \mathcal{L}}{d v_{3}}
\end{array}\right)
$$

Since $\mathcal{L}=n(\mathbf{r}) v$ :

$$
\begin{align*}
\frac{d \mathcal{L}}{d v_{1}} & =n(\mathbf{r}) \frac{\partial v}{\partial v_{1}}  \tag{2.10}\\
& =n(\mathbf{r}) \frac{\partial \sqrt{v_{1}^{2}+v_{2}^{2}+v_{3}^{2}}}{\partial v_{1}} \\
& =\frac{n(\mathbf{r})}{2 \sqrt{v_{1}^{2}+v_{2}^{2}+v_{3}^{2}}} \frac{\partial\left(v_{1}^{2}+v_{2}^{2}+v_{3}^{2}\right)}{\partial v_{1}} \\
& =\frac{2 v_{1} n(\mathbf{r})}{2 \sqrt{v_{1}^{2}+v_{2}^{2}+v_{3}^{2}}} \\
& =\frac{n(\mathbf{r}) v_{1}}{v} \tag{2.11}
\end{align*}
$$

Similarly, for the other components:

$$
\begin{align*}
\frac{d \mathcal{L}}{d v_{2}} & =\frac{n(\mathbf{r}) v_{2}}{v}  \tag{2.12}\\
\frac{d \mathcal{L}}{d v_{3}} & =\frac{n(\mathbf{r}) v_{3}}{v} \tag{2.13}
\end{align*}
$$

Thus:

$$
\left(\begin{array}{l}
\frac{d \mathcal{L}}{d v_{1}}  \tag{2.14}\\
\frac{d \mathcal{L}}{d v_{2}} \\
\frac{d \mathcal{L}}{d v_{3}}
\end{array}\right)=\left(\begin{array}{c}
\frac{n(\mathbf{r}) v_{1}}{v} \\
\frac{n(\mathbf{r}) v_{2}}{v} \\
\frac{n(\mathbf{r}) v_{3}}{v}
\end{array}\right)=\frac{n(\mathbf{r})}{v}\left(\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right)=\frac{n(\mathbf{r}) \mathbf{v}}{v}
$$

Defining:

$$
\begin{equation*}
\hat{\mathbf{v}}=\frac{\mathbf{v}}{v} \tag{2.15}
\end{equation*}
$$

We get:

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \dot{\mathbf{r}}}=n(\mathbf{r}) \hat{\mathbf{v}} \tag{2.16}
\end{equation*}
$$

As for the right hand side of Equation (2.8):

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \mathbf{r}}=\frac{\partial n(\mathbf{r}) v}{\partial \mathbf{r}}=v \nabla n(\mathbf{r}) \tag{2.17}
\end{equation*}
$$

Where in the last step we have used the definition of the gradient as the partial derivative with respect to the position of a vector. Additionally, the partial derivative of $v$ is treated as a constant because $v$ is only a function of $\dot{x}, \dot{y}, \dot{z}$, not of $x, y, z$.

Finally, we formulate the gradient-index optics Euler-Lagrange equation as:

$$
\begin{equation*}
\frac{d}{d t}(n(\mathbf{r}) \hat{\mathbf{v}})=v \nabla n(\mathbf{r}) \tag{2.18}
\end{equation*}
$$

### 2.1.3. Equations of Motion

In this section, we derive the equations of motion from Equation (2.18) and explain how they are implemented in our Terrascope model. First, we evaluate the left-hand side of the equation, using the chain rule in the first two steps:

$$
\begin{align*}
\frac{d}{d t}(n(\mathbf{r}) \hat{\mathbf{v}}) & =\frac{d n(\mathbf{r})}{d t} \hat{\mathbf{v}}+n(\mathbf{r}) \frac{d \hat{\mathbf{v}}}{d t}  \tag{2.19}\\
& =\left(\frac{\partial n}{\partial x} \frac{d x}{d t}+\frac{\partial n}{\partial y} \frac{d y}{d t}+\frac{\partial n}{\partial z} \frac{d z}{d t}\right) \hat{\mathbf{v}}+n(\mathbf{r}) \frac{d \hat{\mathbf{v}}}{d t} \tag{2.20}
\end{align*}
$$

Note that if we again use the definition of the gradient as the partial derivative with respect to the position of a vector, then the first term of Equation (2.20) can be written:

$$
\begin{equation*}
\left(\frac{\partial n}{\partial x} \frac{d x}{d t}+\frac{\partial n}{\partial y} \frac{d y}{d t}+\frac{\partial n}{\partial z} \frac{d z}{d t}\right) \hat{\mathbf{v}}=(\nabla n(\mathbf{r}) \cdot \mathbf{v}) \hat{\mathbf{v}} \tag{2.21}
\end{equation*}
$$

Writing and then rearranging the full Euler-Lagrange equation with the new terms:

$$
\begin{align*}
(\nabla n(\mathbf{r}) \cdot \mathbf{v}) \hat{\mathbf{v}}+n(\mathbf{r}) \frac{d \hat{\mathbf{v}}}{d t} & =v \nabla n(\mathbf{r})  \tag{2.22}\\
n(\mathbf{r}) \frac{d \hat{\mathbf{v}}}{d t} & =v \nabla n(\mathbf{r})-(\nabla n(\mathbf{r}) \cdot \mathbf{v}) \hat{\mathbf{v}} \\
n(\mathbf{r}) \frac{d \hat{\mathbf{v}}}{d t} & =v \nabla n(\mathbf{r})-(\mathbf{v} \cdot \nabla n(\mathbf{r})) \hat{\mathbf{v}} \\
n(\mathbf{r}) \frac{d \hat{\mathbf{v}}}{d t} & =v \nabla n(\mathbf{r})-\hat{\mathbf{v}}(v \hat{\mathbf{v}} \cdot \nabla n(\mathbf{r})) \\
n(\mathbf{r}) \frac{d \hat{\mathbf{v}}}{d t} & =v(\nabla n(\mathbf{r})-\hat{\mathbf{v}} \hat{\mathbf{v}} \cdot \nabla n) \\
\frac{d \hat{\mathbf{v}}}{d t} & =\frac{v}{n(\mathbf{r})}(\nabla n(\mathbf{r})-\hat{\mathbf{v}} \hat{\mathbf{v}} \cdot \nabla n(\mathbf{r})) \tag{2.23}
\end{align*}
$$

Since velocity is the speed of the light ray, we define our units as $v=c=1$, where $c$ is the speed of light in a vacuum. Thus:

$$
\begin{equation*}
\frac{d \hat{\mathbf{v}}}{d t}=\frac{1}{n(\mathbf{r})}(\nabla n(\mathbf{r})-\hat{\mathbf{v}} \hat{\mathbf{v}} \cdot \nabla n(\mathbf{r})) \tag{2.24}
\end{equation*}
$$

We want a final equation in terms of the vector velocity and $z$-component. In the following steps, we use the chain rule, the definition of $v_{3}$, Equation (2.15), and $v=1$ (respectively):

$$
\begin{align*}
\frac{d \mathbf{v}}{d z} & =\frac{d \mathbf{v}}{d t} \frac{d t}{d z}  \tag{2.25}\\
& =\frac{d \mathbf{v}}{d t} \frac{1}{v_{3}} \\
& =\frac{1}{v_{3}} \frac{(v \hat{\mathbf{v}})}{d t} \\
& =\frac{1}{v_{3}} \frac{d \hat{\mathbf{v}}}{d t} \tag{2.26}
\end{align*}
$$

Combining Equations (2.24) and (2.26) we arrive at:

$$
\begin{equation*}
\frac{d \mathbf{v}}{d z}=\frac{1}{n(\mathbf{r}) v_{3}}(\nabla n(\mathbf{r})-\hat{\mathbf{v}} \hat{\mathbf{v}} \cdot \nabla n(\mathbf{r})) \tag{2.27}
\end{equation*}
$$

We now break this into component form and show the derivation for $v_{1}$. We use $v_{1}^{2}+v_{2}^{2}+v_{3}^{2}=1$ to allow us to only calculate the $v_{1}$ and $v_{2}$ components, since the $v_{3}$ can be calculated from the first two. We also use different forms of the equality to make substitutions.

$$
\begin{align*}
\frac{d v_{1}}{d z} & =\frac{1}{n(\mathbf{r}) v_{3}}\left(\frac{\partial}{\partial x} n(\mathbf{r})-v_{1}\left(\begin{array}{c}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right) \cdot \nabla n(\mathbf{r})\right)  \tag{2.28}\\
& =\frac{1}{n(\mathbf{r}) v_{3}}\left(\frac{\partial n(\mathbf{r})}{\partial x}-v_{1}^{2} \frac{\partial n(\mathbf{r})}{\partial x}-v_{1} v_{2} \frac{\partial n(\mathbf{r})}{\partial y}-v_{1} v_{2} \frac{\partial n(\mathbf{r})}{\partial z}\right) \\
& =\frac{1}{n(\mathbf{r}) v_{3}}\left(1-v_{1}^{2}\right) \frac{\partial n(\mathbf{r})}{\partial x}-\frac{v_{1} v_{2}}{n(\mathbf{r}) v_{3}} \frac{\partial n(\mathbf{r})}{\partial y}-\frac{v_{1} v_{3}}{n(\mathbf{r}) v_{3}} \frac{\partial n(\mathbf{r})}{\partial z} \\
& =\frac{1}{n(\mathbf{r}) v_{3}}\left(v_{2}^{2}+v_{3}^{2}\right) \frac{\partial n(\mathbf{r})}{\partial x}-\frac{v_{1} v_{2}}{n(\mathbf{r}) v_{3}} \frac{\partial n(\mathbf{r})}{\partial y}-\frac{v_{1}}{n(\mathbf{r})} \frac{\partial n(\mathbf{r})}{\partial z} \\
& =\frac{v_{3}}{n(\mathbf{r})} \frac{\partial n(\mathbf{r})}{\partial x}+\frac{v_{2}^{2}}{n(\mathbf{r}) v_{3}} \frac{\partial n(\mathbf{r})}{\partial x}-\frac{v_{1} v_{2}}{n(\mathbf{r}) v_{3}} \frac{\partial n(\mathbf{r})}{\partial y}-\frac{v_{1}}{n(\mathbf{r})} \frac{\partial n(\mathbf{r})}{\partial z} \tag{2.29}
\end{align*}
$$

To complete the equations of motion, we must choose a suitable refractive index function, $n(\mathbf{r})$. We aim for it to represent how the refractive index, $n$, varies in an atmosphere. This variation is proportional to the atmospheric density. Since density exponentially decreases with increasing altitude, the same is true of refraction. Thus, we define the following function:

$$
\begin{equation*}
n(\mathbf{r})=1+\eta_{0} \mathrm{e}^{\frac{-(\mathbf{r}-R)}{H}} \tag{2.30}
\end{equation*}
$$

Where

- $\eta_{0}$ : refractivity at sea level
- H: scale height, defined as the distance over which values decrease by a factor of $1 / \mathrm{e}$

Since $n$ is exponentially decreasing, using scale height is a natural choice for this type of description.

After evaluating Equation (2.30) in Equation (2.29) and similarly for $v_{2}$, we arrive at the final equations of motion:

$$
\begin{gather*}
v_{3}=\sqrt{1-v_{1}^{2}-v_{2}^{2}}  \tag{2.31}\\
\binom{\frac{d x}{d z}}{\frac{d y}{d z}}=\binom{\frac{v_{1}}{v_{3}}}{\frac{v_{2}}{v_{3}}}  \tag{2.32}\\
\binom{\frac{d v_{1}}{d z}}{\frac{d v_{2}}{d z}}=\frac{-\eta_{0}}{H \sqrt{x^{2}+y^{2}+z^{2}}}\binom{v_{3} x-v_{1} z+\frac{v_{2}^{2} x}{v_{3}}-\frac{v_{1} v_{2} y}{v_{3}}}{v_{3} y-v_{2} z+\frac{v_{1}^{2} y}{v_{3}}-\frac{v_{1} v_{2} x}{v_{3}}} \exp \left(\frac{-\left(\sqrt{x^{2}+y^{2}+z^{2}}-R\right)}{n(x, y, z) H}\right) \tag{2.33}
\end{gather*}
$$

Since the refractive index is close to unity, i.e $n \sim 1$, we use this approximation in our code.
Before propagating these equations using a numerical method, an important difference between our model and Kipping's must be highlighted. Unlike in Kipping's Terrascope and the way in which the traveling light acts in nature, our Terrascope models the light from the detector to the light source (the celestial object), rather than source to detector. In our model, light rays propagate from the detector at a range of angles, into one end of the Earth's atmosphere, and exit the opposite end. We used a backwards propagation scheme because the final angle of the light entering the detector can be determined geometrically and then used to calculate all intermediate positions in the atmosphere. This is computationally cheaper to do than begin with parallel rays, pass them through the atmosphere, and end with only a fraction hitting the detector. By starting at the detector, we ensure that we only analyze rays that hit the detector, which are those of importance for determining the usefulness of the Terrascope.

Using Figure (2.1) as a reference, we see that starting light rays at the detector is numerically represented as $z_{\text {start }}=-L$, where $z_{\text {start }}$ is the $z$-coordinate of the detector. To derive the $x$ and $y$ coordinates of the initial positions, we use Figure (2.6), which shows the coordinate system of position and velocity.

The $x$ and $y$ positions of the rays are initialized as follows:

$$
\begin{align*}
& x_{\text {start }}=\frac{v_{1}}{v_{3}}\left(z_{\text {start }}+L\right)  \tag{2.34}\\
& y_{\text {start }}=\frac{v_{2}}{v_{3}}\left(z_{\text {start }}+L\right) \tag{2.35}
\end{align*}
$$

As previously mentioned, $z_{\text {start }}$ is normally the detector, making $z_{\text {start }}=-L$. However, we determined that the faster, and still accurate, way to propagate the rays is to start them at the


Figure 2.6: Terrascope coordinate system showing the velocity vectors. The origin is the center of the Earth, so the starting values at the detector are negative. The red line shows a single light ray emanating from the detector and travelling towards the Earth's atmosphere. In reality, the light travels from celestial object, through Earth's atmosphere, towards the detector, but our model runs simulations in the opposite direction. A light ray is uniquely defined by its starting angle at the detector. This angle is in turn defined by its $x$ and $y$ components, the $v_{1}$ and $v_{2}$ values, respectively. Figures (2.7a) and (2.7b) show these components.
edge of the atmosphere rather than at the detector. The edge of the atmosphere is defined as $R+10 H$, shown also in Figure (2.1). A light ray positioned at the atmosphere is defined as $\sqrt{x^{2}+y^{2}+z^{2}}=R+10 \mathrm{H}$. The $z$-coordinate of this starting position is analytically calculated in the following manner:

$$
\begin{align*}
\sqrt{x^{2}+y^{2}+z^{2}} & =R+10 H  \tag{2.36}\\
x^{2}+y^{2}+z^{2} & =(R+10 H)^{2} \tag{2.37}
\end{align*}
$$

Now we replace $x$ and $y$ with Equations (2.34) and (2.35), then multiply both sides by $v_{3}^{2}$ to eliminate fractions:

$$
\begin{aligned}
& \left(\frac{v_{1}}{v_{3}}(z+L)\right)^{2}+\left(\frac{v_{2}}{v_{3}}(z+L)\right)^{2}+z^{2}=(R+10 H)^{2} \\
& \left(v_{1}(z+L)\right)^{2}+\left(v_{2}(z+L)\right)^{2}+z^{3} v_{3}^{2}=(R+10 H)^{2} v_{3}^{2}
\end{aligned}
$$

Factoring and rearranging terms:

$$
\begin{aligned}
\left(v_{1}^{2}+v_{2}^{2}\right)(z+L)^{2}+z^{2} v_{3}^{2} & =(R+10 H)^{2} v_{3}^{2} \\
\left(v_{1}^{2}+v_{2}^{2}\right)\left(z^{2}+2 z L+L^{2}\right)+z^{2} v_{3}^{2} & =(R+10 H)^{2} v_{3}^{2} \\
\left(v_{1}^{2}+v_{2}^{2}\right) z^{2}+\left(v_{1}^{2}+v_{2}^{2}\right) 2 z L+z^{2} v_{3}^{2} & =(R+10 H)^{2} v_{3}^{2}-\left(v_{1}^{2}+v_{2}^{2}\right) L^{2}
\end{aligned}
$$

Using the fact that $v_{1}^{2}+v_{2}^{2}+v_{3}^{2}=1 \Rightarrow\left(v_{1}^{2}+v_{2}^{2}\right)=1-v_{3}^{2}$ on the left hand side:

$$
\begin{aligned}
\left(1-v_{3}^{2}\right) z^{2}+\left(v_{1}^{2}+v_{2}^{2}\right) 2 z L+z^{2} v_{3}^{2} & =(R+10 H)^{2} v_{3}^{2}-\left(v_{1}^{2}+v_{2}^{2}\right) L^{2} \\
z^{2}-z^{2} v_{3}^{2}+\left(v_{1}^{2}+v_{2}^{2}\right) 2 z L+z^{2} v_{3}^{2} & =(R+10 H)^{2} v_{3}^{2}-\left(v_{1}^{2}+v_{2}^{2}\right) L^{2} \\
z^{2}+\left(v_{1}^{2}+v_{2}^{2}\right) 2 z L & =(R+10 H)^{2} v_{3}^{2}-\left(v_{1}^{2}+v_{2}^{2}\right) L^{2}
\end{aligned}
$$

Add $\left(v_{1}^{2}+v_{2}^{2}\right)^{2} L^{2}$ to each side and factor again:

$$
\begin{aligned}
z^{2}+\left(v_{1}^{2}+v_{2}^{2}\right) 2 z L+\left(v_{1}^{2}+v_{2}^{2}\right)^{2} L^{2} & =(R+10 H)^{2} v_{3}^{2}-\left(v_{1}^{2}+v_{2}^{2}\right) L^{2}+\left(v_{1}^{2}+v_{2}^{2}\right)^{2} L^{2} \\
\left(z+L\left(v_{1}^{2}+v_{2}^{2}\right)\right)^{2} & =(R+10 H)^{2} v_{3}^{2}-\left(v_{1}^{2}+v_{2}^{2}\right) L^{2}+\left(v_{1}^{2}+v_{2}^{2}\right)^{2} L^{2}
\end{aligned}
$$

Take the square root of both sides and use the fact that $v_{1}^{2}+v_{2}^{2}+v_{3}^{2}=1 \Rightarrow v_{3}^{2}=1-\left(v_{1}^{2}+v_{2}^{2}\right)$ on the right hand side:

$$
\begin{aligned}
& z+L\left(v_{1}^{2}+v_{2}^{2}\right)= \pm \sqrt{(R+10 H)^{2} v_{3}^{2}-\left(v_{1}^{2}+v_{2}^{2}\right) L^{2}+\left(v_{1}^{2}+v_{2}^{2}\right)^{2} L^{2}} \\
& z+L\left(v_{1}^{2}+v_{2}^{2}\right)= \pm \sqrt{(R+10 H)^{2}\left(1-\left(v_{1}^{2}+v_{2}^{2}\right)\right)-\left(v_{1}^{2}+v_{2}^{2}\right) L^{2}+\left(v_{1}^{2}+v_{2}^{2}\right)^{2} L^{2}}
\end{aligned}
$$

We choose the minus square root because our coordinate system is centered at the Earth and the detector is located on the left (negative) side (Figure (2.1)). Finally, we arrive at:

$$
\begin{equation*}
z_{\text {start }}=-L\left(v_{1}^{2}+v_{2}^{2}\right)-\sqrt{(R+10 H)^{2}\left(1-\left(v_{1}^{2}+v_{2}^{2}\right)\right)-\left(v_{1}^{2}+v_{2}^{2}\right) L^{2}+\left(v_{1}^{2}+v_{2}^{2}\right)^{2} L^{2}} \tag{2.38}
\end{equation*}
$$

We initialize the positions using Equations (2.34), (2.35), and (2.38). We initialize the velocity using the following equation:

$$
\begin{equation*}
v_{1,2 \text { start }}=\frac{-(R+10 H)}{L} \tag{2.39}
\end{equation*}
$$

This comes from $v_{1}=\frac{d x}{d z}$ and $v_{2}=\frac{d y}{d z}$ where $d x, d y=-(R+10 H)$ is the farthest extent of the atmosphere on the left and $d z=L$ is the distance from the Earth to the atmosphere.

After setting the starting positions and velocities, we propagate light rays according to Equations (2.31), (2.32), and (2.33) by using the Leapfrog method [18]. At every step, usually defined to be some multiple of $H$, a check is performed to see if the ray has hit the Earth's surface or left the bounds of the atmosphere. This is performed by ensuring the ray's position, $r$, remains in the following bounds:

$$
\begin{equation*}
R<r<\frac{R+10 H}{L} \tag{2.40}
\end{equation*}
$$

If $r$ is outside the lower bound $(r<R)$, then the ray has hit the surface of the Earth and will not be counted as light that enters the detector. If $r$ is outside the upper bound ( $r<\frac{R+10 H}{L}$ ), then the ray has successfully finished its journey through the atmosphere and will be counted as a photon that entered the detector from the celestial object.

(a) Triangle showing velocity vectors used to calculate the $x$-direction of the angle which defines each light ray. Figure is not to scale; the angle is small enough to use the small angle approximation. Thus, $\tan \left(\alpha_{1}\right)=\alpha_{1}=$ $\frac{v_{1}}{v_{3}}$.

Figure 2.7: The x and y components of a light ray angle.

### 2.2. Types of Codes

An additional method for maximizing computational efficiency was using different codes which vary the number of light rays that propagate; each code is used for a specific purpose or output. However, all codes use the same coordinate system and method for calculating position, velocity, and angles. Figures (2.7a) and (2.7b) show how the coordinate system is broken up into triangles to calculate the light ray angles, $\alpha_{1}, \alpha_{2}$, starting at the detector. Note that the actual angles are much smaller than what is shown in the figure, and thus the small angle approximation applies when calculating them in the following way:

$$
\begin{align*}
& \tan \left(\alpha_{1}\right)=\frac{v_{1}}{v_{3}} \stackrel{\text { small angle approx }}{\Rightarrow} \alpha_{1}=\frac{v_{1}}{v_{3}}  \tag{2.41}\\
& \tan \left(\alpha_{2}\right)=\frac{v_{2}}{v_{3}} \stackrel{\text { small angle approx }}{\Rightarrow} \alpha_{2}=\frac{v_{2}}{v_{3}} \tag{2.42}
\end{align*}
$$

Since $v_{3} \approx c=1$, we make the further approximation:

$$
\begin{align*}
& \alpha_{1}=v_{1}  \tag{2.43}\\
& \alpha_{2}=v_{2} \tag{2.44}
\end{align*}
$$

These equalities are how we translate a light ray's starting angle to a starting velocity. The starting velocities are then used to propagate the ray using the equations of motion from the previous section.

The $\alpha_{1}, \alpha_{2}$ angles define a specific light ray and we can decrease the difference between each angle in order to produce a technically infinite number of rays. In practice, we propagate one to many billions of light rays, depending on the Terrascope code used. In the following sections, we give an overview of these codes.

### 2.2.1. Single Ray

The simplest code is that which only propagates one ray. This was necessary to visualize the path of the light and observe the effects on the path of the light by (1) the wavelength, $\lambda$, and (2) the distance between Earth and the detector, $L$. By using only one ray, we could vary these parameters over a wide range and the computation time would be reasonable. This would not be the case if we were to propagate millions of light rays, each for ten different wavelengths. The effect of these parameters is explored in Chapter 3.

Figure (2.8) shows how the path of a single ray varies with $L$, the distance between the detector and the center of the Earth. As $L$ increases, the minimum altitude the ray reaches in the atmosphere also increases (meaning the light travels less deep in the atmosphere). As the minimum altitude increases, the total angle the ray bends, from the point of entry until the point of exit, decreases. This bending angle is calculated by subtracting the initial entry angle from the final exit angle. The relationship between bending angle and minimum ray altitude is shown in Figure (2.9). The relationship between the minimum altitude and $L$ is explored further in Appendix A.

### 2.2.2. Angle Array

The second, most computationally expensive, Terrascope code is one which generates a twodimensional array of light rays. The array contains angle values that range from one end of the atmosphere edge to the other. These extreme angles are derived by the right triangles found in Figure (2.10), where $R+10 \mathrm{H}$ is opposite the opening angle, $L$ is adjacent, and the light ray path is the hypotenuse. The angles are calculated as follows, again using the small angle approximation:

$$
\begin{gather*}
\tan \left(\alpha_{1,2}\right)=\frac{-(R+10 H)}{L} \stackrel{\text { small angle approx }}{\Rightarrow} \alpha_{1,2}=\frac{-(R+10 H)}{L}  \tag{2.45}\\
\tan \left(\alpha_{1,2}\right)=\frac{(R+10 H)}{L} \stackrel{\text { small angle approx }}{\Rightarrow} \alpha_{1,2}=\frac{(R+10 H)}{L} \tag{2.46}
\end{gather*}
$$

This generates the following arrays:

$$
\begin{align*}
& \alpha_{1}=\left[\frac{-(R+10 H)}{L}, \ldots, \frac{(R+10 H)}{L}\right]  \tag{2.47}\\
& \alpha_{2}=\left[\frac{-(R+10 H)}{L}, \ldots, \frac{(R+10 H)}{L}\right] \tag{2.48}
\end{align*}
$$

A nested for-loop goes through all combinations of angle values, generating a ray for each. Before propagating a ray, we perform a check to ensure that its initial angle will not cause it to go too low (hit the Earth's surface) or too high (never enter the atmosphere). This check is performed before propagation along the $z$-axis in order to save computation time. Figure (2.11) is a visual of the upper and lower limits, Equation (2.51) gives them numerically, again using the small angle approximation:

Figure 2.8: How the paths of light rays vary when traveling to detectors at different distances from the Earth. The detector is on the left; the celestial object is on the right. Green is the surface, blue is the atmosphere top, and the shades of gray represent the different distances. The farther the detector, the higher the minimum altitude that the ray reaches, or in other words, the less deep the light penetrates. Although our calculations are different from Kipping's, the results of the light rays' minimum altitude are approximately the same. For a ray of $L=1.5 \times 10^{9} \mathrm{~m}$, Kipping's Terrascope calculated the minimum altitude to be 13.7 km ; our Terrascope calculated 13.8 km .


Figure 2.9: The angle that light bends while traveling through the atmosphere depends upon the minimum height -or depth- that it reaches. A ray which passes through lower layers of the atmosphere has a larger bending angle than a ray that remains closer to the top. This plot is shown for $L=1.5 \times 10^{9} \mathrm{~m}$.


Figure 2.10: Three dimensional diagram of the maximum and minimum angles created for the angle array Terrascope. The green and blue lines represent the Earth's surface and atmosphere, respectively. The solid red lines are light rays in the $y$-plane hitting the outer edge of the atmosphere in each direction (the maximum and minimum values). The dashed red lines are light rays in the x-plane doing the same. $L$ is the adjacent length to all of the angles emanating from the detector at left. Thus, using a small angle approximation, the maximum and minimum angle in both planes is $\frac{R+10 H}{L}$ and $\frac{-(R+10 H)}{L}$, respectively. The angle values, $\alpha_{1}$ for the x -plane and $\alpha_{2}$ for the $y$-plane, are components of the total angle which emanates from (or, in real life, enters into) the detector. The angles between detector and Earth make a cone shape.

$$
\begin{align*}
\arctan \left(\frac{R}{\sqrt{L^{2}-R^{2}}}\right) & <\alpha<\arctan \left(\frac{R+10 H}{L}\right)  \tag{2.49}\\
\arcsin \left(\frac{R}{L}\right) & <\alpha<\arctan \left(\frac{R+10 H}{L}\right)  \tag{2.50}\\
\frac{R}{L} & <\alpha<\frac{R+10 H}{L} \tag{2.51}
\end{align*}
$$



Figure 2.11: Shows the angular limits which compose the check performed on each light ray before it is propagated. The green solid line is the Earth's surface; green dash-dot is the triangle which defines the angle at which the light ray hits the surface. The blue solid line is the Earth's atmosphere; blue dash-dot-dot is the triangle which defines the angle at which the light ray just intercepts the atmosphere.

The $z_{\text {start }}$ and $\alpha_{1}, \alpha_{2}$ values are created so that these limits should not be overstepped, but they exist as a fail-safe. When the light ray at its specific angle completes the angle limit check, it then propagates along the $z$-axis following the same procedure as for the single ray described in the previous section. Each ray continues until it either hits the Earth's surface or exits the atmosphere. When all the light from the lens of the atmosphere is counted, the result is a thin ring, shown in Figure (2.12). Since the result of our 'Angle Array' code is always a thin ring of


Figure 2.12: Graph of a Boolean matrix showing where the light rays successfully pass through the atmosphere and into the detector. If a ray never enters the atmosphere or hits the Earth, it's value is set to 0 , and thus it does not appear on this plot. The resulting ring shape is due to the atmosphere's spherical shell shape. The grid is 1000 -by-1000 because there are 1000 rays propagated in each direction, resulting in a total of 1,000,000 rays in the grid. Not all of them pass through the atmosphere-in this case, 20,220 , or $2.02 \%$.
light, we constructed a code to only propagate the rays which lie in this ring. The procedure is outlined in the following section.

### 2.2.3. Thin Ring

The thin ring with only $2.02 \%$ of the total rays ending up in the detector confirmed that the relevant light for this code only spans a thin layer. Thus, it is computationally cheaper to analytically calculate this layer and only model those rays within it. This is achieved by breaking up the ring into four different pieces- seen in Figure (2.13)- with each piece defined by a separate section of code. In each section, first the $\alpha_{1}$ range and then the $\alpha_{2}$ range is specified. This range varies from the inner circle $\left(\alpha_{\min }\right)$ to the outer circle ( $\alpha_{\max }$ ). Typically, for the minimum we choose:

$$
\begin{equation*}
\alpha_{\text {min }}=R / L \tag{2.52}
\end{equation*}
$$

which is the angle to the Earth's surface. For the maximum we choose:

$$
\begin{equation*}
\alpha_{\max }=\frac{R+10 H}{L} \tag{2.53}
\end{equation*}
$$

which is the angle to the top of the Earth's atmosphere. The four separate sections of code which describe the four different pieces are given by Equations (2.54), (2.55), (2.56), and (2.57).

1. $\alpha_{1}:-\alpha_{\max } \rightarrow-\alpha_{\min }$

$$
\begin{equation*}
\alpha_{2}:-\sqrt{\alpha_{\max }^{2}-\alpha_{1}^{2}} \rightarrow \sqrt{\alpha_{\max }^{2}-\alpha_{1}^{2}} \tag{2.54}
\end{equation*}
$$

2. $\alpha_{1}:-\alpha_{\text {min }} \rightarrow \alpha_{\text {min }}$

$$
\begin{equation*}
\alpha_{2}:-\sqrt{\alpha_{\max }^{2}-\alpha_{1}^{2}} \rightarrow-\sqrt{\alpha_{\min }^{2}-\alpha_{1}^{2}} \tag{2.55}
\end{equation*}
$$

3. $\alpha_{1}:-\alpha_{\text {min }} \rightarrow \alpha_{\text {min }}$

$$
\begin{equation*}
\alpha_{2}: \sqrt{\alpha_{\min }^{2}-\alpha_{1}^{2}} \rightarrow \sqrt{\alpha_{\max }^{2}-\alpha_{1}^{2}} \tag{2.57}
\end{equation*}
$$

4. $\alpha_{1}: \alpha_{\text {min }} \rightarrow \alpha_{\text {max }}$

$$
\alpha_{2}:-\sqrt{\alpha_{\max }^{2}-\alpha_{1}^{2}} \rightarrow \sqrt{\alpha_{\max }^{2}-\alpha_{1}^{2}}
$$

After the light traverses the atmosphere, we save the final angle as a position on a two dimensional array. Since there are over one million rays for each run, we group the angles into smaller bins so that neighboring rays all take on one position. If the Terrascope successfully amplifies the light of a celestial object, then most of the rays will be concentrated at the center, constituting a point-source. Thus, we call the graph of this final outcome a Point Spread Function. It is expanded upon in Chapter 3.6.


Figure 2.13: Four pieces of the thin ring code corresponding to Equations (2.54), (2.55), (2.56), and (2.57). Again, green denotes the Earth's surface and blue denotes the top of the atmosphere, not to scale. The expressions on the right describe the $\alpha_{2}$ part of the aforementioned equations; note that they are rearranged versions of the inner (green) and outer (blue) circles. Inner: $\alpha_{\min }^{2}=\sqrt{\alpha_{1}^{2}+\alpha_{2}^{2}}$. Outer: $\alpha_{\max }^{2}=\sqrt{\alpha_{1}^{2}+\alpha_{2}^{2}}$.

### 2.3. Model Outputs

Although different in the number of light rays in the system, each of the above outlined codes is propagated in the same way and yields the same result. They vary in data output, but in total, they are capable of giving the following:

- Final Angle: final angle at which light ray exits the atmosphere
- Bending angle: total angle bent by light ray from entrance to exit of atmosphere
- Minimum altitude: lowest point in the atmosphere traveled by light ray
- Coherence Length: measure of resolution of rays entering the detector
- Survival Probability after Rayleigh Scattering: chance that the light ray will reach the detector after bouncing off particles in the atmosphere
- Survival Probability after Ozone Absorption: chance that the light ray will reach the detector after being absorbed by ozone layer particles in the atmosphere
- Point Spread Function: measure of usefulness of light rays (in terms of amplification and resolution) once they reach the detector

The last four outputs will be expanded upon in Chapter 3.

Atmospheric Effects

In order to correctly assess the usefulness of the Terrascope, we must make the atmosphere through which light passes as realistic as possible. Or, if inputting all characteristics of the atmosphere is not feasible, we strive to implement those which will affect the light the most. Thus, if our results are overwhelmingly positive even in the "worst-case scenario", then we can be confident that the Terrascope is a potentially useful tool for astronomical observations. In the section below, we describe the atmospheric effects which we imposed on the light in our Terrascope model and their results on the quality of the apparatus.

This chapter is divided into five sections, of which the first is an overview of the Earth's atmosphere. The following three sections detail three different ways in which the atmosphere effects light. The fifth section combines the effects to look at the overall state of the light which reaches the detector. Of underlying importance in this last section is the amount the light has been amplified and the degree to which it is still coherent despite the effects. All sections, with the exception of the first, are split into three subsections:

1. Theory: theoretical background about the effect; governing equations; relevant literature
2. Implementation: how the effect is modeled by our Terrascope; from analytical equations to numerical simulation
3. Results: graphical representation of how the light is affected with accompanying description and analysis

In the Results subsection, many of the graphs are parameterized on $L$ (distance between Earth and detector) and $\lambda$ (wavelength), meaning that results are measured in terms of these variables. These two parameters were chosen because they are the two major adjustable variables- adjustable because humans can choose detector distance and observation wavelengthupon which the effects and Terrascope outcome depend. The ranges chosen for $L$ and $\lambda$ were based on the values chosen by Kipping and also based on available relevant data. In each Results subsection, we show three graphs: (1) effect versus minimum altitude reached by a
light ray, parameterized on $\lambda$ (2) effect versus $L$, parameterized on $\lambda$, and (3) effect versus $\lambda$, parameterized on $L$.

### 3.1. Earth's Atmosphere

The premise of the Terrascope lies in the propagation of light through the Earth's atmosphere; thus, an understanding of the make-up and properties of the atmosphere is essential. Earth's atmosphere extends about 100 km above the surface and consists of mostly $\mathrm{N}_{2}$ and $\mathrm{O}_{2}$. Other substances include: Argon (Ar), Carbon Dioxide ( $\mathrm{CO}_{2}$ ), Neon (Ne), Helium (He), Methane $\left(\mathrm{CH}_{4}\right)$, Krypton ( Kr ), and water vapor $\left(\mathrm{H}_{2} \mathrm{O}\right)$ [21]. In the above section on refraction, it was stated that the atmosphere becomes less dense as it increases in altitude. Density is an important parameter for determining how light behaves in the atmosphere- two others are temperature and pressure. All three parameters are dependent upon the others. Air pressure is caused by the weight of the molecules above it and decreases with increasing altitude. Density has a similar scaling to pressure because they are proportional [7]. The decrease is also due to the ground being the main absorber of sunlight and then emitter of heat energy via infrared (IR) light back into the air. With one exception (the stratosphere), the farther from the ground, the colder it is. Figure (3.1) shows more detail about how temperature, pressure, and height scale in the atmosphere.


Figure 3.1: Relationship between altitude, temperature, and pressure. Density scales as pressure. Pressure units shown are millibars; one bar is defined as the pressure at sea-level. [42].

Note that the atmosphere is divided into subsections called "spheres" with the boundaries called "pauses". These are briefly described below [38].

- Troposphere: It is warmed by visible light from the Sun, convection, and IR light emitted from the surface, but temperature decreases with increasing altitude. This is where weather occurs and where most clouds are, due to the highest proportion of water vapor. The maximum height of this section varies with location, with it increased over warmer areas and lower over colder ones. The tropopause holds the jet stream and is the highest point for weather.
- Stratosphere: Visible and ultraviolet (UV) light from the Sun reach here. Temperature decreases with increasing altitude in the lower part and increases with increasing altitude in the upper part. This is due to the ozone layer in the upper part. The ozone layer holds ozone molecules $\left(\mathrm{O}_{3}\right)$ which absorb UV light and turn it into heat, heating the layer. The stratosphere is less turbulent than the troposphere, so airplanes fly in the lower part.
- Mesosphere: Visible, UV, and X-Ray light reach here. Temperature decreases with increasing altitude. The coldest atmospheric temperatures are at the top of this layer. Most meteors burn up in this layer.
- Thermosphere: Visible, UV, and X-Ray light reach here and ionize gases. The temperature increases with increasing altitude because it is heated by the Sun's light. Temperature varies with the light (energy) coming from the Sun. Aurorae occur here.
- Exosphere (not pictured): Similar to the thermosphere in terms of light and temperature. This is where the Earth's atmosphere gradually turns into outer space.

These layers are important to keep in mind in the following sections because light from celestial objects enter, travel through, and emerge from the Earth's atmosphere at different altitudes. The properties of the atmosphere vary with these heights, and thus the lights' passage and interaction will also vary.

On a smaller scale, there are interactions with atoms, molecules, and particles in the atmosphere. While the majority of these components are completely gaseous, others are aerosols, liquids and solids suspended in gas. It is important to know the chemical make-up, size, concentration, and other properties of these materials in order to determine how they influence the propagation of light in the atmosphere [6]. Table (3.1) lists the gases by percentage in the atmosphere; Table (3.2) lists the gases by atmospheric height.

In addition to the chemical make-up of Earth's atmosphere, clouds exist which influence the light passing through. Clouds form when air rises, expands, and cools. The initial rising air can be air heated by the Earth's surface, air forced upward by elevation, air forced upward by an area of low pressure, or weather fronts (when large masses of cold and hot air collide). When the cooled air drops to and falls below the dew point, the water vapor in the air condenseschanges into a liquid- on condensation nuclei [6]. These nuclei are actually particles of dust, pollen, salt or other materials which make it easier for the water vapor to turn into a water

| Name | Chemical Formula | Concentration (\% by volume) |
| :---: | :---: | :---: |
| Nitrogen | $\mathrm{N}_{2}$ | 78.08 |
| Oxygen | $\mathrm{O}_{2}$ | 20.95 |
| Water Vapor | $\mathrm{H}_{2} \mathrm{O}$ | $2 \times 10^{-6}-3 \times 10^{-2}$ |
| Argon | Ar | $9.34 \times 10^{-3}$ |
| Carbon Dioxide | $\mathrm{CP}_{2}$ | $3.45 \times 10^{-4}$ |
| Neon | Ne | $18.2 \times 10^{-6}$ |
| Helium | He | $5.24 \times 10^{-6}$ |
| Methane | $\mathrm{CH}_{4}$ | $1.72 \times 10^{-6}$ |
| Krypton | Kr | $1.14 \times 10^{-6}$ |
| Hydrogen | $\mathrm{H}_{2}$ | $5.0 \times 10^{-7}$ |

Table 3.1: List of ten gases in the atmosphere with the highest volumetric concentration.

| Altitude (km) | Concentration (\% by volume) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N_{2}$ | $\mathrm{O}_{2}$ | O | He | Ar | H |
| 100 | 77 | 19 | 3.4 | $<0.05$ | 0.8 | $<0.05$ |
| 150 | 61 | 5.6 | 24 | $<0.05$ | 0.1 | $<0.05$ |
| 200 | 42 | 3.0 | 55 | 0.01 | $<0.05$ | $<0.05$ |
| 300 | 17 | 0.8 | 81 | 0.8 | $<0.05$ | $<0.05$ |
| 400 | 6.0 | 0.2 | 91 | 2.7 | $<0.05$ | $<0.05$ |
| 500 | 1.9 | $<0.05$ | 90 | 8.2 | $<0.05$ | 0.2 |
| 700 | 0.1 | $<0.05$ | 55 | 43 | $<0.05$ | 1.6 |
| 1000 | $<0.05$ | $<0.05$ | 5.7 | 88 | $<0.05$ | 6.7 |

Table 3.2: How the concentration of certain gases in the atmosphere vary with altitude.
droplet. In addition to liquid water, ice crystals can form on the particles. The particles are small enough in size and therefore have a small enough mass to remain suspended [4]. Liquid and solid matter contained in the atmosphere are called aerosol particles. They differ by size, chemical composition, water content, and fall velocity. Different types of clouds are made of different particles and have different properties (mass/amount of particles, temperature, ratio of liquid to solid particles, and number density), thus each type affects light in its own way. Figure (3.2) shows a graph of clouds by altitude and temperature.

The composition of the Earth's atmosphere determines how light interacts as it passes through. Depending on the particle with which a light ray interacts and the circumstances of the interaction, the light can scatter (bounce), diffract (bend), be absorbed, or be transmitted. In our Terrascope, we consider diffraction due to turbulence, which can occur around clouds or elsewhere; scattering due to small particles in the atmosphere, like those listed in Tables (3.1) and (3.2) and absorption due to the ozone layer seen in the stratosphere of Figure (3.1). The the-


Figure 3.2: Different types of clouds, their altitudes, and the temperature at that altitude [30]. Clouds at higher altitudes are made of ice crystals, whereas clouds at lower altitudes are made of liquid water droplets. The transparency of the cloud reveals how full of moisture it is; the more transparent, the less moisture. In particular, cirrostratus, altostratus, stratocumulus, and nimbostratus hold large amounts of moisture.
ory behind these phenomena, how we incorporated them into our Terrascope, and our findings are outlined in the following sections.

### 3.2. Turbulence

### 3.2.1. Theory

Greek philosopher scientist Aristotle noticed the effects of turbulence on the appearance of stars, and referred to their twinkling as stellar "scintillation". Tycho Brahe in the 16th century was the first person to suggest that the cause was at least partly atmospheric. When telescopes were invented, astronomers noticed that telescopic observations were more distorted (less clear) than theoretical calculations predicted. When observations were made at certain locations, such as mountain tops, these detrimental affects decreased. It was not until 1665 that Robert Hooke introduced the refraction theory of scintillation, citing "moving regions of atmosphere [with] different refracting powers which act like lenses" as the cause of the turbulent motions which had been observed for thousands of years [12].

Turbulence can have a multitude of effects on the appearance of an object, including: varying brightness, displacement from actual position, smearing out, continuous motion about an approximate center, long lasting/far moving oscillations, changing size, and pulsating irregular changes in illumination [34]. These effects are caused by fluctuations in the index of refraction of the air, which causes the light to bend differently, and chaotically. Turbulence is the cause of these fluctuations, and can be viewed as instability in a fluid flow which occurs at a high Reynold's number, $R e$, defined as [19]:

$$
\begin{equation*}
R e=\frac{L_{0} u}{v}=\frac{L_{0} u \rho}{\mu} \tag{3.1}
\end{equation*}
$$

Where:

- $L_{0}$ : characteristic length, which defines the scale of the system
- $u$ : characteristic velocity, which defines the flow speed of the fluid
- $v$ : kinematic viscosity, the ratio of viscosity to density $\left(\frac{\mu}{\rho}\right)$
- $\rho$ : density
- $\mu$ : viscosity

Additional properties of turbulence include: (1) irregularity and randomness, (2) diffusivity (causes increased momentum, heat, and mass transfer rates), (3) fluctuating vorticity (spinning motions), and (4) dissipation if not continually supplied with outside energy (kinetic energy of turbulence is transferred to the internal energy of the fluid) [41].

Turbulence in the atmosphere is caused by wind over obstacles and by differences in pressure, temperature, humidity, and velocity in the air. Laminar-"smooth"-air becomes turbulent, characterized by swirling eddies, as seen in Figure (3.3) [36]. These eddies are at first large, on the scale of tens of meters, but then break down into smaller and smaller eddies, on the scale of millimeters, seen in Figure (3.4). The larger scale, $L_{0}$, is called the outer scale, while the smaller scale, $l_{0}$, is called the inner or damping scale. The varying scales in the middle are called spatial scales, $l[35]$. The phenomena of this progressive down-scaling is called a "tur-


Figure 3.3: Undisturbed, or laminar, flow comes off the ocean and becomes turbulent once it encounters the mountain. To decrease seeing, observatories are placed not only on high altitudes (in order to look through less atmosphere), but on the first mountain ridge near the ocean (in order to get the undisturbed ocean winds) [36].


Figure 3.4: From the largest scale eddy, $L_{0} \sim 10 \mathrm{~m}$, down to the smallest, $l_{0} \sim 1 \mathrm{~mm}$ [35].
bulent cascade" [13]. The kinetic energy of the large scale motions transfers into the energy of the many small scale motions, until the viscosity of the fluid prevents successive break-downs. At this length, called the dissipation scale $L_{v}$, since the eddies cannot break down further, the energy begins converting into internal energy. The cascade of eddies can be defined in terms of an energy dissipation or flow rate, called Kolmogorov's law for turbulence [13]:

$$
\begin{equation*}
E(k)=C \varepsilon^{2 / 3} k^{-5 / 3} \tag{3.2}
\end{equation*}
$$

Where:

- $E(k)$ : energy stored in each k-mode per gram of gas
- $k$ : in units of $\frac{1}{\text { length }}$, this defines a new space, called k -space, which enables describing the eddy cascade from small to large $k$
- $C$ : constant, approximately equal to one
- $\varepsilon$ : energy flow

This definition stems from Kolmogorov's theory of turbulence which will be used in the formalism that follows. From Equation (3.2), it can be determined that the time scale of eddy motions is proportional to the size of the eddies, with the relationship:

$$
\begin{equation*}
\tau_{e d d y}=\varepsilon^{-1 / 3} l^{2 / 3} \tag{3.3}
\end{equation*}
$$

Additionally, the equation for the dissipation scale becomes:

$$
\begin{equation*}
L_{v}=\left(\frac{v^{3}}{\varepsilon}\right)^{1 / 4} \tag{3.4}
\end{equation*}
$$

To continue into the theory of how turbulence affects light waves (the effects are, in fact, due to the wave characteristics of light), the notion of a structure function must be introduced. These are used to describe the spatial structure of a random process. In general, a structure function, $D_{x}\left(R_{1}, R_{2}\right)$, is defined as [36]:

$$
\begin{equation*}
\left.D_{x}\left(R_{1}, R_{2}\right)=\langle | x\left(R_{1}\right)-\left.x\left(R_{2}\right)\right|^{2}\right\rangle \tag{3.5}
\end{equation*}
$$

Where:

- $R_{1}$ : position one
- $R_{2}$ : position two
- $x$ : variable which is being considered and measured at the two positions

This equation yields the expected value of the difference between $x$ as it is measured at $R_{1}$ and at $R_{2}$. The fluctuating variables considered here in turbulence calculations are velocity and refractive index. Their structure functions are given in Equations (3.6) and (3.7) [36].

$$
\begin{align*}
& D_{u}\left(R_{1}, R_{2}\right)=C_{u}^{2} \cdot\left|R_{1}-R_{2}\right|^{2 / 3}  \tag{3.6}\\
& D_{n}\left(R_{1}, R_{2}\right)=C_{n}^{2} \cdot\left|R_{1}-R_{2}\right|^{2 / 3} \tag{3.7}
\end{align*}
$$

Where:

- $C_{u}^{2}$ : velocity structure constant defining the turbulence strength, $C_{u}^{2}=k \varepsilon^{2 / 3}$
- $C_{n}^{2}$ : refractive index structure constant, $C_{n}^{2}=\frac{7.8 \times 10^{-5} P}{T^{2}} C_{T}^{2}$

Turbulence causes differences in temperature which alters density, and which in turn alters the refractive index. When light waves travel through turbulent regions, specifically one of thickness $\delta h$, they undergo a phase shift. This can be defined using a structure function as well:

$$
\begin{equation*}
D_{\phi}\left(R_{2}-R_{1}\right)=2.914\left(\frac{2 \pi}{\lambda}\right)^{2} \delta h C_{n}^{2}\left(R_{2}-R_{1}\right)^{5 / 3} \tag{3.8}
\end{equation*}
$$

Note that the phase structure function depends on the refractive index structure constant. We can define how turbulence affects an image also using the refractive index structure constant.

This is called the Fried parameter, $r_{0}$ [13]:

$$
\begin{equation*}
r_{0} \equiv\left(0.423\left(\frac{2 \pi}{\lambda}\right)^{2} \sec \xi \int_{0}^{\infty} C_{n}^{2}(z) d z\right)^{-3 / 5} \tag{3.9}
\end{equation*}
$$

Where:

- $\xi$ : zenith angle
- $z$ : altitude
- $C_{n}^{2}(z)$ : altitude dependent refractive index structure constant

This definition of $r_{0}$ describes the length for which errors in the wave phase are on the order of one radian. If the seeing conditions are characterized by $r_{0}$ and a long exposure image is taken, the image quality is approximately equal to the image taken by a telescope with diameter $r_{0}$. For the purposes of Terrascope research, the definition of $r_{0}$ would have to be adjusted to integrate along a light ray, rather than its current form along the entire atmosphere at some angle to the zenith. Adjustments include: taking out the secant of the zenith angle, changing $z$ to be the position (independent variable for the structure constant), and $d z$ to the path length. These changes are necessary because the Fried parameter is an important variable in turbulence calculations and the remainder of the definitions rely on it. The phase structure function can be redefined in terms of the Fried parameter, as seen in Equation (3.10). Additionally, the coherence function of the wave front is introduced as Equation (3.11), also in terms of the Fried parameter. Wave coherence is essential for production of a clear image, and many times, turbulence is the cause of decoherence [36], [13].

$$
\begin{gather*}
D_{\phi}\left(R_{2}-R_{1}\right)=6.88\left(\frac{R_{1}-R_{2}}{r_{0}}\right)^{5 / 3}  \tag{3.10}\\
B_{\psi}\left(R_{1}-R_{2}\right)=\exp \left[-3.44\left(\frac{R_{1}-R_{2}}{r_{0}}\right)^{5 / 3}\right] \tag{3.11}
\end{gather*}
$$

Equation (3.9) suggests that the Fried parameter is wavelength dependent. It has the following scaling law:

$$
\begin{equation*}
r_{0} \propto \lambda^{6 / 5} \tag{3.12}
\end{equation*}
$$

Thus, longer wavelengths yield better quality images. Lastly, this analysis only holds for turbulent layers smaller than the Fresnel length, $d_{F}$ :

$$
\begin{equation*}
d_{F}=\frac{r_{0}^{2}}{\lambda} \tag{3.13}
\end{equation*}
$$

When the layers are optically thicker, which typically occurs at short wavelengths, large zenith angles, and poor observing sites, the light is heavily diffracted (bent). One consequence of this diffraction is scintillation, the twinkling of stars that was initially observed and led to theories of turbulence.

### 3.2.2. Implementation

As seen in the previous section, there are multiple ways to measure the turbulence and its effects on light in the atmosphere. For the purposes of our Terrascope, we chose to calculate the Fried parameter in order to have a sense of image quality. Our modified version of Equation (3.9) is:

$$
\begin{equation*}
r_{0}=\frac{1}{k}\left(0.423 k^{1 / 3} \int_{z_{\text {start }}}^{z_{\mathrm{end}}} C_{n}^{2}(z) d z\right)^{-3 / 5} \tag{3.14}
\end{equation*}
$$

Where

- $k$ : wavenumber, $k=\frac{2 \pi}{\lambda}$
- $z$ : altitude
- $d z$ : step size along the z-axis path

Note that we have made the necessary adjustments from Equation (3.9) in order to fit our situation. The integration is performed along the ray of light from $z_{\text {start }}$, calculated in Equation (2.38), to $z_{\text {end }}$, calculated when the ray exits the atmosphere via Equation (2.40). Integration is simulated by using a Riemann sum inside the $z$-loop. Each step, representing the ray's position along the z-axis, $C_{n}^{2}(z) d z$ is calculated and added to the previous step. At the end of the $z$ loop, after the ray has finished its journey, the final value is multiplied by the remaining values in Equation (3.14). We are able to execute this multiplication outside of the loop because only $C_{n}^{2}$ is inside the integration, while the rest of the terms are outside. This final value yields our coherence length.

For $C_{n}^{2}$, we chose a best-fit model rather than a table of experimentally derived values- this is for ease of discretization and calculation. The integral in Equation (3.14) depends on altitude and the step size of the $z$-loop. Thus, if we were to use a table of values for $C_{n}^{2}$, we would need an interpolation function to interpolate between altitudes based upon the step size. Instead, we use an existing model- created to fit experimentally obtained data- which has altitude as its input and $C_{n}^{2}$ as its output. We wrote the model as a function and called it every $z$-step. It is called "Clear I Night Model" and is given by Equation (3.15) [2]. Figure (3.5) shows the plot of Clear I Night.

$$
\log _{10}\left(C_{n}^{2}\right)=\left\{\begin{array}{lll}
-10.7025-4.3507 z+0.8141 z^{2} & \text { for } & 1.23<z \leq 2.13  \tag{3.15}\\
-16.2897+0.0335 z-0.0134 z^{2} & \text { for } & 2.13<z \leq 10.34 \\
-17.0577-0.0449 z-0.0005 z^{2} & & \\
\quad+0.6181 \exp \left(-0.5\left(\frac{z-15.5617}{3.4666}\right)^{2}\right) & \text { for } & 10.34<z \leq 30
\end{array}\right.
$$

A higher $C_{n}^{2}$ value indicates more turbulence and a lower coherence length of light. After coherence length is calculated from $C_{n}^{2}$, we then calculate by what amount the reduced coherence length causes the light ray to diffract (bend). We consider diffraction in terms of the how much the original light spreads out, which is measured as a cone of angular size $\frac{2 \pi}{\lambda} \alpha_{\text {diffrac }}$.


Figure 3.5: Profile of a refractive index structure constant. This model is called Clear I Night, so-called because it was based on measurements taken in the desert night of New Mexico in 1993. We used the nighttime measurements because the detector would only detect light from the night side of the Earth; the day side has too much bounced light from the Sun. The model measurements were "made under fairly homogeneous meteorological conditions" [2]. These measurements and their corresponding model, compared to the other models made by the creater of Clear I Night, have more turbulence in the lower part of the atmosphere, specifically below 10 km . As stated in the text, we implemented our Terrascope with elements that would be the most disruptive to test its abilities in the worst-case, yet still realistic, scenarios.

To see how this spreading affects the total intensity of light reaching the detector, we broaden the light of the ray by a two-dimensional Gaussian. The two dimensions are for the $x$ and $y$ direction and we call the resulting broadening the deflection angles $\Delta \alpha_{1}$ and $\Delta \alpha_{2}$. They are calculated by [37]:

$$
\begin{align*}
& \Delta \alpha_{1}=\frac{1}{k r_{0}} \sqrt{-2 \ln (1-q)} \cos (2 \pi p)  \tag{3.16}\\
& \Delta \alpha_{2}=\frac{1}{k r_{0}} \sqrt{-2 \ln (1-q)} \sin (2 \pi p) \tag{3.17}
\end{align*}
$$

Where:

- $p$ : random number between 0 and 1
- $q$ : random number between 0 and 1

Finally, the total diffraction- light bending- due to turbulence is calculated as:

$$
\begin{align*}
& \alpha_{1 \text { diffrac }}=\alpha_{1 \text { final }}+\Delta \alpha_{1}  \tag{3.18}\\
& \alpha_{2 \text { diffrac }}=\alpha_{2 \text { final }}+\Delta \alpha_{2} \tag{3.19}
\end{align*}
$$

### 3.2.3. Results

In this section, we present and interpret results of coherence length from runs of our Terrascope model.

Figure (3.6) shows that the coherence length is dependent upon both the minimum altitude and the wavelength of the light ray. Both variables have a proportional relationship to the coherence length, seen numerically in Equation (3.14). We can interpret the results in the following way: the higher the minimum altitude, the less deep into the atmosphere the light travels, the less turbulent the air it passes through, the longer the coherence length, and thus the sharper the image. For the wavelength: the higher the wavelength, the smaller the phase shift it undergoes in a turbulent medium (Equation (3.8)), the longer the coherence length, and thus the sharper the image. Figure (3.6) is useful for showing how the path of a light ray through the atmosphere effects the coherence length, but ultimately, we want to know how the coherence length changes with a variable which we can control. Thus, we use the minimum altitude measurements to calculate the corresponding $L$ values, and evaluate the coherence length's dependence on that variable.

Figure (3.7) shows that coherence length also has a proportional relationship to $L$. This is not surprising, considering Figure (2.8) shows that minimum altitude and $L$ are proportional (this relationship can also be seen in Appendix A). Thus, if longer coherence lengths are present for high minimum altitudes, they will also be present for large $L$ values. For the largest $L$ tested here, which is almost four times the distance to the Moon, the coherence length for our highest wavelength is about .13 m or 13 cm . For comparison, the ground-based European Extremely Large Telescope (E-ELT), which will be 42 m in diameter, when observing at wavelength of 1000 nm , will have a coherence length of .2 m or 20 cm in good condition [46].

Finally, Figure (3.8) is the inverse of Figure (3.7). It provides a more detailed view of the coherence length's dependency on $\lambda$, confirming that the relationship is proportional. The trend lines suggest that as the wavelength continues to increase beyond the values we tested, the coherence length would increase as well. It is beginning to appear that in terms of coherence length, which determines image resolution, our Terrascope is not suitable for the visible light range. Rather, it is better put to use at higher wavelengths, such as infrared, microwaves, and radiowaves. However, we must first assess what effect scattering and absorption have on the Terrascope.


Figure 3.6: Plot of coherence length versus the lowest height that each light ray reaches in the atmosphere, for nine different wavelengths. This graph was made using the 'Angle Array' code. The lower the ray reaches in the atmosphere, the shorter the coherence length. This is because there is more turbulence in the lower atmosphere, as shown in Figure (3.5). Thus, when light reaches lower levels, it goes through more areas where it is bent due to the constantly changing indices of refraction. It is also because rays which reach lower in the atmosphere have a longer path through the atmosphere, so the light travels through a higher amount of turbulent air. This is shown in Figure (2.8). Additionally, for longer wavelengths, there is a weaker proportional relationship between minimum altitude and coherence length. For example, the 1000 nm light rays have a longer coherence length at a lower minimum altitude than the light rays at 200nm. This relationship can be seen in Equations (3.14) and (3.12), where coherence length is proportional to wavelength. As the wavelength increases, so does the coherence length.


Figure 3.7: Plot of coherence length versus the distance from Earth's center to the detector, $L$, for nine different wavelengths. This graph was made using the 'Single Ray' code. The minimum value is the distance to the Moon and the maximum is one Hill radius. This is a stationary location between the gravitational pulls of the Sun, Earth and the Moon. This figure is consistent with Figure (3.6) because, as seen in Figures (2.8), (A.1) and (A.2), the smaller the $L$, the lower the minimum altitude. Thus, the same behavior observed for coherence length vs. minimum altitude would be observed for coherence length vs. $L$. The larger the $L$, the larger the coherence length, and thus the image of the celestial object behind the Earth will be higher resolution.


Figure 3.8: Plot of coherence length versus light wavelength, for five different $L$ values. This graph was made using the 'Single Ray' code. It contains the same information as Figure (3.7), but is shown in a different way. Figure (3.7) is useful for continuous detailed behavior of coherence length as a function of $L$; this one has the same usefulness as a function of $\lambda$. Following the trend lines on this graph, if we were to use even higher wavelengths, the coherence length would continue to increase.

### 3.3. Rayleigh Scattering

### 3.3.1. Theory

Scattering is the phenomenon of light interacting with an obstacle and being redirected onto new paths which can go in different directions. This process has two parts: (1) the excitation of the charges in the obstacle by the photon and (2) the subsequent reradiation of a photon by the charges [3]. The type of scattering depends upon the ratio of the radius, $r$, of the molecule to the incoming light's wavelength, $\lambda$ [26]. This ratio is called the size parameter, $s$ :

$$
\begin{align*}
s & =\frac{2 \pi r}{\lambda}  \tag{3.20}\\
& =k r
\end{align*}
$$

Scattering can be broken down into the following categories:

- Elastic Scattering: the photon's kinetic energy is conserved, thus the wavelength of the scattered light is the same as the wavelength of the incident light
- Mie Scattering: Light wavelength is same size as the particles, $s \sim 1$. Only for spherical particles. Occurs mostly in the low atmosphere and when clouds are abundant. Examples of the particles are dust, pollen, smoke, and water vapor. Scattering intensity is mostly independent of wavelength, but dependent on particle size (the larger the particle, the more forward scattering).
- Rayleigh Scattering: Light wavelength is much larger than the particles, $s \ll$ 1. For spherical and non-spherical particles. Examples of the particles are small dust particles and nitrogen and oxygen molecules. Scattering intensity is inversely proportional to the wavelength's fourth power.
- Inelastic (Raman) Scattering: the photon's kinetic energy is not conserved, thus the wavelength of the scattered light is different than the wavelength of the incident light

Additionally, there is a distinction between single scattering and multiple scattering. The former is defined as a photon scattering once and is common in optically thin media; the latter is defined as photon scattering more than once and is common in optically thick media. Single scattering is an important departure point for understanding the mechanics of scattering. However, the atmosphere is optically thick enough to produce multiple scattering as well.

In our Terrascope, we only use Rayleigh scattering because it is less localized and weather variable. Furthermore, we can consider the Rayleigh scattering by a few specific molecules rather than the particles which constitute the complex, heterogeneous make-up of clouds.

To consider the impact of Rayleigh scattering on light, we will use the optical depth, which measures the ability of a substance to block or let through light. Substances with a small optical depth are called optically thin and allow particles to easily pass through; substances with a large optical depth are called optically thick and do not easily allow particles to pass through.

In the current case, we want to determine the optical thickness of the Earth's atmosphere at a given altitude and chemical composition, so that we can measure the chances of a light ray being Rayleigh scattered. In general, optical depth is calculated by Equation (3.21) [9].

$$
\begin{equation*}
\tau_{\mathrm{scatt}}=\int_{z_{\text {start }}}^{z_{\text {end }}} N \sigma d z \tag{3.21}
\end{equation*}
$$

Where:

- $N$ : molecular number density
- $\sigma$ : scattering cross section

For Rayleigh scattering, $N$ and $\sigma$ are given by [2]:

$$
\begin{gather*}
N=N_{0} \mathrm{e}^{-z / H}  \tag{3.22}\\
\sigma=\frac{2 k^{4}}{3 \pi} \frac{\eta^{2}}{N^{2}} F_{k}(k) \tag{3.23}
\end{gather*}
$$

Where:

- $N_{0}$ : molecular number density at $\mathrm{z}=0$
- $\eta$ : refractivity, a material's ability to refract
- $F_{k}(k)$ : King correction factor, accounts for non-spherical nature of particles

Using Equations (3.22) and (3.23) to evaluate the equation for optical depth, (3.21):

$$
\begin{align*}
\tau_{\text {scatt }} & =\int_{z_{\text {start }}}^{z_{\text {end }}} N_{0} \mathrm{e}^{-z / H} \frac{2 k^{4}}{3 \pi} \frac{\eta^{2}}{N^{2}} d z  \tag{3.24}\\
& =\int_{z_{\text {start }}}^{z_{\text {end }}} N_{0} \mathrm{e}^{-z / H} \frac{2 k^{4}}{3 \pi} \frac{\eta^{2}}{\left(N_{0} \mathrm{e}^{-z / H}\right)^{2}} d z \tag{3.25}
\end{align*}
$$

We can describe $\eta$ the same as $N$, namely, $\eta=\eta_{0} \mathrm{e}^{-z / H}$. Using this to proceed with our equation for $\tau$ :

$$
\begin{align*}
\tau_{\text {scatt }} & =\int_{z_{\text {start }}}^{z_{\text {end }}} N_{0} \mathrm{e}^{-z / H} \frac{2 k^{4}}{3 \pi} \frac{\left(\eta_{0} \mathrm{e}^{-z / H}\right)^{2}}{\left(N_{0} \mathrm{e}^{-z / H}\right)^{2}} d z  \tag{3.26}\\
& =\int_{z_{\text {start }}}^{z_{\text {end }}} \frac{2 k^{4}}{3 \pi} \frac{\eta_{0}^{2} \mathrm{e}^{-z / H}}{N_{0}} d z \tag{3.27}
\end{align*}
$$

Once we have calculated the optical depth of the atmosphere through which the light passes, we calculate the survival probability of the light as:

$$
\begin{equation*}
p_{\mathrm{scatt}}=e^{-\tau_{\text {scatt }}} \tag{3.28}
\end{equation*}
$$

### 3.3.2. Implementation

Since modeling the scattering effects of all particles in the atmosphere is computationally intensive, we chose the three gaseous molecules with the highest concentration in the atmosphere: $\mathrm{N}_{2} . \mathrm{O}_{2}$, and Ar. Each of these has a different refractivity and, consequently, a different scattering cross-section. Additionally, $\mathrm{N}_{2}$ and $\mathrm{O}_{2}$ are not perfectly spherical, so we must introduce the King correction factor to account for this. This is because the "scattering cross section will always be larger for non-spherical particles compared to spherical particles with the same refractive index" [40]. The refractivities of each molecule - which are wavelength dependentare given by Equations (3.29), (3.31), and (3.33). Each has an accompanying King correction factor- also wavelength dependent- given by (3.30), (3.32), and (3.34). Finally, Figure (3.9) is a plot of their scattering cross-sections.
$\mathrm{N}_{2}$

$$
\eta_{\mathrm{N}_{2}}=\left\{\begin{array}{cc}
5677.465 \times 10^{-8}+\frac{318.81874 \times 10^{4}}{14.4 \times 10^{9}-\frac{1}{100 \lambda}^{2}} & 254 \mathrm{~nm}<\lambda<468 \mathrm{~nm} \\
6498.2 \times 10^{-8}+\frac{307.43305 \times 10^{4}}{14.4 \times 10^{9}-\frac{1}{100 \lambda}_{10}^{2}} & 468 \mathrm{~nm}<\lambda<2059 \mathrm{~nm}  \tag{3.30}\\
F_{\mathrm{N}_{2}}=1.034+3.17 \times 10^{-12}\left(\frac{1}{\lambda \times 10^{5}}\right)^{2}
\end{array}\right.
$$

$\mathrm{O}_{2}$

$$
\begin{gather*}
\eta_{\mathrm{O}_{2}}=\left\{20546.8 \times 10^{-8}+\frac{24.80899 \times 10^{4}}{4.09 \times 10^{9}-\frac{1}{100 \lambda}}{ }^{2} \quad 288 \mathrm{~nm}<\lambda<546 \mathrm{~nm}\right.  \tag{3.31}\\
F_{\mathrm{O}_{2}}=1.096+1.385 \times 10^{-11}\left(\frac{1}{\lambda \times 10^{5}}\right)^{2}+1.448 \times 10^{-20}\left(\frac{1}{\lambda \times 10^{5}}\right)^{2} \tag{3.32}
\end{gather*}
$$

Ar

$$
\begin{gather*}
\eta_{\mathrm{Ar}}=\left\{6432.135 \times 10^{-8}+\frac{286.06021 \times 10^{4}}{14.4 \times 10^{9}-\frac{1}{100 \lambda}}{ }^{2} \quad 303 \mathrm{~nm}<\lambda<2000 \mathrm{~nm}\right.  \tag{3.33}\\
F_{\mathrm{Ar}}=1 \tag{3.34}
\end{gather*}
$$

To calculate the optical depth of a part of the atmosphere, we combine the scattering crosssections from the three molecules. Equation (3.27) becomes:

$$
\begin{equation*}
\tau=\int \frac{2 k^{4}}{3 \pi} \frac{f_{\mathrm{N}_{2}} \eta_{\mathrm{N}_{2}}^{2} F_{\mathrm{N}_{2}}+f_{\mathrm{O}_{2}} \eta_{\mathrm{O}_{2}}^{2} F_{\mathrm{O}_{2}}+f_{\mathrm{Ar}} \eta_{\mathrm{Ar}}^{2}}{N_{\mathrm{air}}} \mathrm{e}^{-z / \mathrm{H}} d z \tag{3.35}
\end{equation*}
$$

Where

- $f_{\text {molecule }}$ : fraction of the molecule in the Earth's atmosphere (see Table (3.1))
- $\eta_{\text {molecule }}$ : refractivity of molecule at the given wavelength
- $F_{\text {molecule }}$ : King Correction Factor at the given wavelength
- $N_{\text {air }}$ : Total number density of air, taken as $2.69 \times 10^{25}$ and used for the number density of each molecule, $\left(f / N_{\text {air }}\right)$


Figure 3.9: Plot of scattering cross section versus light wavelength, shown for three different gasses and their combined effect. The higher the cross section, the more likely light will scatter off of the molecule. Shorter wavelengths of light have higher cross sections because their periods are shorter and therefore more likely to collide with a particle. This relationship is seen in Equation (3.23). $\mathrm{N}_{2}$ and $\mathrm{O}_{2}$ have larger cross sections than Ar because they are made of two atoms as opposed to one. The combined effect, which is made up of the other three, is mostly dominated by $\mathrm{N}_{2}$. The broken lines are where we used a function to estimate the wavelength ranges not covered by the literature we used.

Since the wavelength and molecular terms are independent of $z$, we can take them outside of the integral:

$$
\begin{equation*}
\tau=\frac{2 k^{4}}{3 \pi} \frac{f_{\mathrm{N}_{2}} \eta_{\mathrm{N}_{2}}^{2} F_{\mathrm{N}_{2}}+f_{\mathrm{O}_{2}} \eta_{\mathrm{O}_{2}}^{2} F_{\mathrm{O}_{2}}+f_{\mathrm{Ar}} \eta_{\mathrm{Ar}}^{2}}{N_{\mathrm{air}}} \int_{z_{\text {start }}}^{z_{\mathrm{end}}} \mathrm{e}^{-z / H} d z \tag{3.36}
\end{equation*}
$$

Similar to the coherence length calculation in Chapter 3.2, Equation (3.14), the integral in Equation (3.36) is calculated inside the $z$-loop as a Riemann Sum. At the end of the light ray propagation, the coefficient in front of the integral is calculated and multiplied by the integrand. Then, Equation (3.28) is used to calculate the survival probability.

### 3.3.3. Results

In this section, we present and interpret results of molecular scattering from runs of our Terrascope model.

Figure (3.10) shows the dependence of Rayleigh scattering on minimum height of the light ray. Similar to coherence length, the survival probability increases with increasing minimum height. The reasons are somewhat similar, too. Light rays which pass through less of the Earth's atmosphere have a lower chance of hitting and scattering off of a particle. Unlike in the graph of coherence length versus minimum height (Figure (3.6)), the probability of survival does not increase at an increasing rate. Rather, it increases at a decreasing rate, flattening out as it nears the maximum survival probability of 1 (no more than $100 \%$ of light can survive).

In Figure (3.11), we again see a proportional relationship between scattering survival probability and the $x$-axis variable, $L$. The reason is the same as it was for coherence length. Minimum height and $L$ are proportional to each other, so if scattering survival probability is proportional to one, it is also proportional to the other. As in Figure (3.10), the probability tends toward 1 as the distance increases, and this trend is the same for all wavelengths. Additionally, the longer the wavelength, the higher the probability the light has of surviving, for all values of $L$. However, note how when the wavelength is below 400 nm , it is always scattered for all values of $L$ that we modeled. This complete lack of survival is not well seen in Figure (3.10) because as shown in Figures (2.8) and (A.1), for the largest $L$ we tested, the minimum altitude is only 13.7 km . For even $50 \%$ of the 200 nm light to pass through,- corresponding to a minimum altitude of 50 km - the detector would have to be at a distance of $1.15 \times 10^{11} \mathrm{~m}$, which is $3 / 4$ the distance to the Sun.

Figure (3.12) is again an inverse of its predecessor, showing how increasing $\lambda$ and $L$ increase a light ray's probability of passing through the atmosphere without scattering away from the detector. This graph shows that for the four largest $L$ values, as the light wavelength increases, the difference between the survival probability of each $L$ value decreases as they all approach 1. However, it will take a longer wavelength for the smallest $L$ value, which is the distance to the Moon, to reach a survival probability of 1 .


Figure 3.10: Plot of survival probability after scattering versus the lowest height that each light ray reaches in the atmosphere, for nine different wavelengths. Graph was made using the 'Angle Array' code. The results are consistent with the pattern shown in Table (3.2), that the higher the altitude, the fewer the particles in the atmosphere. It follows that a light ray which passes through a higher minimum altitude collides with fewer particles and therefore has a higher chance of surviving its path through the atmosphere towards the detector. The relationship with respect to wavelength is consistent with that seen in the coherence length graphs; the longer the wavelength, the less likely the light ray is to scatter off a particle and the higher it's survival probability. The points in the top right of the graph are numerical artifacts due to the light rays reaching close to the artificially imposed atmosphere at $10 \mathrm{H} \sim 80 \mathrm{~km}$.


Figure 3.11: Plot of survival probability after scattering versus the distance from Earth's center to the detector, $L$, for nine different wavelengths. This graph was made using the 'Single Ray' code. Recall how the coherence length graphs, Figures (3.7) and (3.6), are related. A smaller minimum altitude corresponds to a shorter coherence length, and since a smaller $L$ has a smaller minimum altitude, a smaller $L$ also corresponds to a shorter coherence length. The same is relationship is true of Figure (3.10) and this graph. A smaller minimum altitude means a lower chance of survival after scattering, and since a smaller $L$ has a smaller minimum altitude, a smaller $L$ also means a lower chance of survival after scattering.


Figure 3.12: Plot of survival probability after scattering versus light wavelength, for five different $L$ values. This graph was made using the 'Single Ray' code. It better illustrates the lack of surviving rays below 400 nm than Figure (3.11). The larger $L$ and wavelength values have a higher probability of reaching the detector, similar to the trend in the coherence length plots. It appears that for larger $L$ and wavelength, the quality of our Terrascope improves. The dip at 550 nm is due to the change in $\mathrm{O}_{2}$ scattering cross-section function seen as the broken line in Figure (3.9).

### 3.4. Absorption

### 3.4.1. Theory

Absorption is the phenomena of light being taken into a molecule and the molecule gaining energy equal to the energy in the amount of light. When materials absorb light their electrons are excited to higher energy levels, where the change in energy is proportional to the frequency of the light (inversely proportion to wavelength). The exact relationship is given by the PlanckEinstein equation:

$$
\begin{equation*}
E=h v=\frac{h c}{\lambda} \tag{3.37}
\end{equation*}
$$

Where:

- $E$ : energy
- $h$ : Planck's constant, defined by this equation
- $c$ : speed of light in a vacuum
- $v$ : frequency
- $\lambda$ : wavelength

The energy of the incoming photon must exactly match the difference in energy level in the material in order for the photon to be absorbed and the electron to become excited [24]. As seen in Equation (3.37), this energy excitation corresponds to a specific wavelength, thus absorption is wavelength dependent. Each material has a unique absorption spectrum in which the energy dips at these specific wavelengths. Figure (3.13) shows the accumulated absorption spectrum of the atmosphere; Figure (3.14) shows the IR window of the absorption spectrum for specific gases.


Figure 3.13: Absorption spectrum for the Earth's entire atmosphere. Gamma rays, X-rays, UV rays, mid-IR, far-IR, and long radio waves are all blocked out in the upper atmosphere. Nitrogen gas, for example, is responsible for much of the UV absorption in the $80-100 \mathrm{~nm}$ range [47]. There is a "window" where visible and near-IR light get through and are observed from Earth: see Figure (3.14) [44]

As can be seen in Figure (3.14), the absorption lines are not strictly lines of infinitesimal width, rather, they are wider due to "broadening" affects. These are listed below [24]:

- Natural line broadening: due to the uncertain nature of quantum energy states; homogeneous widening in Lorentzian shape; the broadening (defined as change in frequency) is:

$$
\Delta v \geq \frac{32 \pi^{2} v^{3}}{\left(4 \pi \epsilon_{0}\right) 3 h c^{3}}\left|R^{n m}\right|^{2}, \quad R^{n m} \text { is the transition moment }
$$



Figure 3.14: Absorption spectra for gases found in Earth's atmosphere, with a focus on the near-IR part of the electromagnetic spectrum. The vertical axis indicates percentage of radiation absorbed [8].

- Doppler broadening: due to the Maxwell velocity distribution of the gas atoms/molecule relative to the detector; homogeneous widening in Gausssian shape; the broadening is:

$$
\Delta v=\frac{v}{c}\left(\frac{2 k T \ln 2}{m}\right)^{1 / 2} \quad m \text { is the mass of the atom/molecule }
$$

- Pressure broadening: due to collisions between atoms/molecules; homogeneous widening in Lorentzian shape, except at low frequencies; the broadening is:

$$
\Delta v=(2 \pi \tau)^{-1} \quad \tau \text { is the mean time between collisions }
$$

- Power/saturation broadening: due to increased intensity of incident light; homogeneous widening in Lorentzian shape [49]

Similar to scattering, we describe the effects of atmospheric absorption in terms of optical depth. The equation is very similar to the one used before, Equation (3.21), but different in its dependencies:

$$
\begin{equation*}
\tau_{\mathrm{absorb}}=\int_{z_{\text {start }}}^{z_{\mathrm{end}}} N(z) \sigma(z) d z \tag{3.38}
\end{equation*}
$$

- $N(z)$ : molecular number density
- $\sigma(z)$ : absorption cross section

Because of the $z$ dependencies, we calculate $N(z) \sigma(z)$ inside the $z$-loop as a Riemann Sum. Then, Equation (3.39) is used to calculate the survival probability of the light.

$$
\begin{equation*}
p_{\mathrm{absorb}}=e^{-\tau_{\mathrm{absorb}}} \tag{3.39}
\end{equation*}
$$

### 3.4.2. Implementation

Similarly as for scattering, we do not model the absorption effects of all molecules in the atmosphere. Rather, for our Terrascope, we choose to only include $\mathrm{O}_{3}$ because of its effects in the wavelength range of interest and because it mostly appears in only one band of the atmosphere (the stratosphere). The latter reason should make it easy to see the effects of $\mathrm{O}_{3}$ over a certain range of altitudes. We use Equation (3.40) for the molecular number density:

$$
\begin{equation*}
N_{\mathrm{O}_{3}}(z)=4.75 \times 10^{18} \mathrm{e}^{-\frac{(z-23)^{2}}{1000}} \tag{3.40}
\end{equation*}
$$

For $\sigma(z)$, the $z$-dependence comes from a dependence on temperature. Temperature and altitude are related by the following equation, also shown in Figures (3.1) and (3.15):

$$
\begin{equation*}
T=\frac{(z-3)|z-50|(z-116)}{1000} \tag{3.41}
\end{equation*}
$$

$\sigma(z)$ is also dependent on wavelength. Thus, for our model calculations, we used a table of values sorted by temperature (row) and wavelength (column) [39]. Figures (3.16) and (3.17) show a plot of the table values, one parameterized on temperature and the other on wavelength. Using Equation (3.41), the relationship shown in Figures (3.16) and (3.17) can be represented in terms of altitude instead of temperature. This is shown in Figure (3.18).

The wavelength discretization in the data was on the order of fractions of nanometers, small enough that we could pick the row which corresponded to our current wavelength of interest. However, the temperature (and therefore altitude) contained in the data had a discretization larger than that of our Terrascope. The temperature discretization was every ten degrees Celsius, while our temperature discretization was proportional to the altitude, which is then proportional to the step size of the $z$-loop. This step size can change, so we created a method to linearly interpolate between the table's given temperature values. To do this, we first call the temperatures which are closest to our desired value in terms of their columns nummbers:

$$
\begin{align*}
& T_{\text {col }}^{-}=-\left\lfloor\frac{T}{10}\right\rfloor+3  \tag{3.42}\\
& T_{\text {col }}^{+}=-\left\lfloor-\frac{T}{10}\right\rfloor+2 \tag{3.43}
\end{align*}
$$



Figure 3.15: How temperature varies with altitude, modeled using Equation (3.41). As mentioned in the beginning of Chapter 3, the ozone layer (consisting of $\mathrm{O}_{3}$ molecules) absorbs UV light and heats up the atmosphere. This causes the temperature to increase with increasing altitude, rather than decrease with increasing altitude. This change in the function's direction is seen in the graph around 25 km .

If the left (high) column temperature goes outside the range, set it to the left most (highest) column:

$$
\begin{array}{rll}
\text { if } T_{\text {col }}^{-}<1 & \Rightarrow T_{\text {col }}^{-}=1 \\
\text { if } T_{\text {col }}^{-}>11 & \Rightarrow & T_{\text {col }}^{-}=11 \tag{3.45}
\end{array}
$$

If the right (low) column temperature goes outside the range, set it to the right most (lowest) column:

$$
\begin{array}{rll}
\text { if } T_{\text {col }}^{+}<1 & \Rightarrow & T_{\text {col }}^{-}=1 \\
\text { if } T_{\text {col }}^{+}>11 & \Rightarrow & T_{\text {col }}^{-}=11 \tag{3.47}
\end{array}
$$

Call the corresponding cross section values, where the wavelength is the row and temperature is the column:

$$
\begin{align*}
& \sigma^{-}=\sigma\left(\lambda, T_{\mathrm{col}}^{-}\right)  \tag{3.48}\\
& \sigma^{+}=\sigma\left(\lambda, T_{\mathrm{col}}^{+}\right) \tag{3.49}
\end{align*}
$$



Figure 3.16: Plot of $\mathrm{O}_{3}$ absorption cross section table values versus wavelength. Each cross section is based on the wavelength of light and temperature of the system. The variation with wavelength is based on the structure of the molecule. The overall trend in this wavelength range of increasing cross section with increasing temperature means that at higher temperatures, light rays are more likely to collide with an $\mathrm{O}_{3}$ molecule. This is due to Doppler broadening. Around 400 nm and $1000-1100 \mathrm{~nm}$, note the widened absorption in the higher temperatures; this is an example of such broadening.

Perform linear interpolation to get the sigma value in between the desired columns:

$$
\begin{equation*}
\sigma=\sigma^{-}+\left(T_{\text {model }}-T_{\mathrm{O}_{3}} \frac{\sigma^{+}-\sigma^{-}}{10}\right. \tag{3.50}
\end{equation*}
$$

As for coherence length and scattering, we calculate the appropriate integral, Equation (3.38) as a Riemann Sum. Then, Equation (3.39) is used to calculate the survival probability.


Figure 3.17: Similar to Figure (3.16), this is a plot of $\mathrm{O}_{3}$ absorption cross section table values. However, in this figure, temperature is the horizontal axis and the wavelength is parameterized. This plot confirms that the higher wavelengths have a larger cross section. It also shows that the temperature variation is not large, but is slightly more significant for 1000 nm and 400 nm . Note that these two lines are the lowest cross section, and are the dips seen in Figure (3.16).


Figure 3.18: Similar to Figure (3.17), but using the altitude values in Equation (3.41) in place of the temperature. This gives a visual of how the cross sections vary with different variables. The variation is small over the atmosphere and more pronounced for different wavelengths.

### 3.4.3. Results

In this section, we present and interpret results of $\mathrm{O}_{3}$ absorption from runs of our Terrascope model.

Figure (3.19) is similar to Figure (3.10) in that the highest minimum altitudes correspond to the highest survival probability. However, unlike for scattering survival probability, the absorption survival probability has a dip around 20 km and does not continuously increase with increasing wavelength. The former phenomenon is explained by the existence of the ozone layer around 20 km ; the many $\mathrm{O}_{3}$ molecules in that layer have a large chance of absorbing light, and thus the survival probability for light rays there is lower. The latter phenomenon is explained by the effect of wavelength on the absorption cross section seen in Figure (3.18). This plot shows that 400 nm has one of the smallest cross sections while 600 nm has one of the largest. Smaller cross sections lead to a smaller probability of absorption and thus to a higher probability of survival, so it makes sense that 400 nm light has one of the highest survival probabilities after absorption. Larger cross sections leads to a larger probability of absorption and thus to a lower probability of survival, so it makes sense that 600 nm light has one of the lowest survival probabilities after absorption.

Figure (3.20) gives a view of how the absorption survival probability varies with detector placement, also dependent upon wavelength. The wavelength order is the same as in Figure (3.19). It appears that has the distance to the detector increases, the survival probability decreases. This is because the $L$ values in our graph correspond to the ozone-induced dip from $0-20 \mathrm{~km}$ in Figure (3.19). We have seen that minimum altitude and $L$ are proportional, so we can extrapolate beyond this graph. For $L$ values greater than those corresponding to 20 km , the absorption survival probability will increase with increasing distance from the detector. A minimum altitude of 20 km corresponds to $L=3.4 \times 10^{9} \mathrm{~m}$.

Figure (3.21) shows clearly the dips in survival probability due to high absorption at wavelengths of $200 \mathrm{~nm}, 300 \mathrm{~nm}$, and 600 nm . It also exhibits that 600 nm light has the largest difference in survival probability due to different $L$ values. At other wavelengths, the $L$ value does not have much of an effect on the probability of survival. Comparing this graph to Figure (3.9), we see that despite the aforementioned dips at certain wavelengths, survival probability is closer to 1 for absorption than it is for scattering. Absorption seems to have a smaller effect on the light rays than scattering.


Figure 3.19: Plot of survival probability after absorption versus the lowest height that each light ray reaches in the atmosphere, for nine different wavelengths. This graph was made using the 'Angle Array' code. Note that a dip occurs in most wavelengths around 20 km , as dictated by Equation (3.40). This is due to the high concentration of $\mathrm{O}_{3}$ in the Ozone layer around that altitude. The change in temperature function- the inflection point- seen in Figure (3.15) occurs at a higher altitude because it takes a sufficient amount of $\mathrm{O}_{3}$ molecules before the behavior of the system changes. Note how, unlike for scattering survival probability, the curves for different wavelengths are not in order. That is, 600 nm light (yellow) has a higher overall survival probability than 300 nm light (magenta), but lower probability than 500 nm light (green). This is because 600 nm light has a lower absorption cross section than 300 nm light, but a higher absorption cross section than 500 nm light. The lower the absorption cross section, the higher the probability of survival. Following the trend of cross section dictating the wavelength order, the 400 nm light (purple) can be seen near the top, just below that 1000 nm light (black).


Figure 3.20: Plot of survival probability due to absorption versus the distance from Earth's center to the detector, $L$, for nine different wavelengths. This graph was made using the 'Single Ray' code. Similar to the corresponding scattering survival probability graph, Figure (3.11), below a certain wavelength threshold, all light is absorbed for any values of $L$ we modeled. For scattering this is at 400 nm , for absorption it is 300 nm . For absorption, the 400 nm light has the highest survival probability along with 1000 nm light. Both of these lines are at the top of the graph. Overall, the survival probability after absorption is higher than after scattering, indicating that scattering is the stronger affect in our Terrascope scenario.


Figure 3.21: Plot of survival probability after absorption versus light wavelength, for five different $L$ values. This graph was made using the 'Single Ray' code. It has the opposite $x$-axis and parameterization as Figure (3.20) to better show the detailed dependence of absorption survival probability on wavelength. In this graph, the "out of order" wavelengths in Figures (3.19) and (3.20) are seen as a dip at 600 nm . The parameterized black lines also confirm what was seen in the above graph, namely, that the larger $L$ values correspond to a lower survival probability. The wavy lines throughout are due to the absorption cross section fluctuations with temperature (and therefore with altitude and $L$ ), originally seen in Figure (3.16).

### 3.5. Transmittance

The total effect of particles on light rays moving through Earth's atmosphere is captured in our Terrascope model by combining the Rayleigh scattering and $\mathrm{O}_{3}$ absorption. Until this point, we have measured each of their effects in terms of the probability of light surviving through the atmosphere. We could call their combined effect the total survival probability, but instead we call it the total transmittance. This makes it more clear that it is the amount of light transmitted from the celestial object through the atmosphere into the detector. Equation (3.51) is how total transmittance is calculated.

$$
\begin{equation*}
p_{\text {transmit }}=e^{-\tau_{\text {scatt }}-\tau_{\text {absorb }}} \tag{3.51}
\end{equation*}
$$

Figures (3.22), (3.23), and (3.24) are a combination of the scattering and absorption survival probability graphs. The transmittance line shapes are dominated by the scattering line shapes because the scattering is stronger, seen when we compare the molecular number density and cross sections of scattering and absorption. The molecular number density of $\mathrm{N}_{2}, \mathrm{O}_{2}$, and Ar are $2.1 \times 10^{25}, 5.6 \times 10^{24}$, and $2.5 \times 10^{23}$ respectively; the molecular number density of $\mathrm{O}_{3}$ is at maximum $4.75 \times 10^{18}$. Scattering dominates here. The scattering cross section, $\sigma_{\text {scatt }}$, varies from $10^{-8.5}$ to $10^{-3.7}$; the absorption cross section, $\sigma_{\text {absorb }}$, varies from $10^{-27.5}$ to $10^{-22}$. Scattering dominates here as well. Thus, overall, the scattering effects dominate transmittance. However, the sharp dips in the absorption can still be seen, and thus effect the light entering the detector.

In the next section, we investigate the light which has entered the detector, looking at overall amplification and resolution due to all of the effects covered here.


Figure 3.22: Plot of total transmittance versus the lowest height that each light ray reaches in the atmosphere, for nine different wavelengths. Graph was made using the 'Angle Array' code. Combining the graphs of scattering and absorption yields the line shape of former and the Ozone layer dips of the later. The 600 nm (yellow) line drops the most around 22 km because it begins to be strongly absorbed at that altitude. Overall, the longer wavelengths appear to transmit the most light into the detector.


Figure 3.23: Plot of survival probability after absorption versus the distance from Earth's center to the detector, $L$, for nine different wavelengths. This graph was made using the 'Single Ray' code. Here, the 600 nm (yellow) line crosses the 500 nm (green) line at around $L=1.17 \times 10^{9} \mathrm{~m}$. This corresponds to the minimum height where they crossed in Figure (3.22), 11 km . The 600 nm line will cross the 400 nm (purple) line for around $L=4.3 \times 10^{9} \mathrm{~m}$.


Figure 3.24: Plot of total transmittance versus light wavelength, for five different $L$ values. Graph was made using the 'Single Ray' code. As before, the general shape mirrors that of the corresponding scattering survival probability plot, but with added Ozone layer dips and wavy lines due to absorption cross section temperature fluctuations.

### 3.6. Combining Effects: Point Spread Function

### 3.6.1. Theory

The ultimate goal of our Terrascope is to determine the quality of the light which reaches from a celestial object to the detector. To analyze the quality, we want to know how much the light was amplified and how much it was spread out from the point source of its original object. A point spread function (hereby abbreviated as 'PSF') measures this and thus characterizes how a point source is imaged by an optical instrument. Our calculation of a PSF is different from the literature, but the name and general goals were used because they accurately describe what we compute.

The amplification of an optical instrument, in our case a telescope, is defined as the ratio of the intensity of the light from the viewed object with and without the telescope. Since a telescope receives light proportional to its area and the light emitted from the object is also calculated per area, one can define this ratio in terms of area. Kipping defines this as:

$$
\begin{equation*}
A=\epsilon \frac{\pi\left(b_{+}^{2}-b_{-}^{2}\right)}{\pi\left((a / 2)^{2}\right)} \tag{3.52}
\end{equation*}
$$

Where:

- A: amplification
- $\epsilon$ : loss parameter due to extinction from absorption and scattering in the atmosphere
- $b_{+}$: place where light ray that hits the top of the detector
- $b_{-}$: place where light ray that hits the bottom of the detector
- $a$ : diameter/aperture of the detector

In Equation (3.52), the numerator represents the area of the circular ring of lensed light which the Earth's atmosphere produces; the denominator is the area of the detector. After a number of approximations, Kipping arrives at the following amplification equation:

$$
\begin{equation*}
A \sim \frac{8 H \epsilon}{a} \tag{3.53}
\end{equation*}
$$

We will define our results in terms of Equation (3.53) to best compare them to Kipping's results. In order to do this, we must translate this amplification in terms of our numerical model, which is in terms of brightened pixels. This will be expounded upon in the next subsection.

In addition to the amplification, we qualify the spread of the point light source. The spread is best quantified by the coherence length, calculated in Chapter 3.2, but we can use a PSF to plot the image blur. We want to see how a decrease in coherence length leads to a slower amplification drop off from the center point as the point source is spread into a larger area.

The following subsection will explain how we incorporated the three atmospheric effects from earlier in the chapter - turbulence, scattering, absorption-into our final image analysis. We
endeavor to qualify and quantify how the atmosphere will change what our Terrascope detector will observe from a celestial object.

### 3.6.2. Implementation

Since our Terrascope model begins at the detector and traces rays through the atmosphere back to the celestial object, the final rays which emerge are a simulation of what the object would look like as its original point source. As explained in Chapter 2, we used three different types of codes. For calculating the PSF, we only used two of these: Angle Array and Thin Ring. This is because we want to trace as many arrays as possible to simulate the bright incoming light from the source object. Recall that there is an $\alpha_{1}$ and $\alpha_{2}$ direction; each has $N$ rays. Thus, if $N=10^{4}$, the array contains $N^{2}=10^{8}$ rays which must be initialized, traced individually through the atmosphere, and their final positions plotted. This becomes too computationally expensive after around $N=5 \times 10^{4}$ and as a result, the Thin Ring code is adopted for all higher values. Runtimes of a few hours can still be achieved up to $N=10^{6}$, which creates $N^{2}=10^{12}$ total rays.

Each ray has a unique initial position defined by its $\alpha_{1}$ and $\alpha_{2}$ values. It is propagated by the equations of motion until it exits the atmosphere at an angle parallel to the $z$-axis, simulating light coming from a far away object. Light emanates from a spherical celestial object in all directions, but by the time the light reaches Earth, the rays traveling towards Earth will be approximately parallel to each other (and to our $z$-axis). When each light ray emerges from the atmosphere, it is in a different place than where it entered, but we can also define this new position by the $\alpha_{1}$ and $\alpha_{2}$ directions. We call these final angles $\alpha_{1 \text { final }}$ and $\alpha_{2 \text { final }}$. Using the final angles as coordinates, we place a point (a counter) on a grid for each light ray at the position. If we want to include an atmospheric effect in the PSF, we add an appropriately scaled counter. For turbulence, we add $\alpha_{1 \text { diffrac }}$ and $\alpha_{2 \text { diffrac }}$ from Equations (3.18) and (3.19). For scattering, we add the scattering survival probability $\mathrm{e}^{\tau_{\text {scatt }}}$ from Equation (3.28). For absorption, we add the absorption survival probability $\mathrm{e}^{\tau_{\text {absorb }}}$ from Equation (3.39).

To focus on where the most light is, we choose a smaller angular size for the PSF so that we are effectively "zooming into" the center peak. This angular size is defined as $\alpha_{\text {peak }} \times \alpha_{\text {peak }}$. However, even after this adjustment, if we were to simply look at this resulting grid, it would be difficult to see the concentration of light from the object. Small numerical differences would result in few (if any) points having the exact same value, so the resulting image, the PSF, would not appear as a point source. Additionally, it would be computationally expensive to plot a grid of $10^{6}-$ by- $10^{6}$ points.

We introduce larger bins to hold all light rays which fall into a certain area. $M$ defines the length of a new grid size, making $M^{2}$ the area of the new grid and the number of bins, each occupying a larger area than in the original grid. This means that $\frac{N^{2}}{M^{2}}$ rays will be condensed into one bin. For example, if $N=10^{3}$, the number of rays is $N^{2}=10^{6}$. Set $M=10$, meaning the new grid
consists of $M^{2}=10 \times 10=10^{2}$ bins. If there are $N^{2}=10^{6}$ rays which much be condensed into $M=10^{2}$ bins, then there are $\frac{N^{2}}{M^{2}}=\frac{10^{6}}{10^{2}}=10^{4}$ possible rays per bin. Each small bin does not have to hold $\frac{N^{2}}{M^{2}}$ rays, rather, this means that the $\frac{N^{2}}{M^{2}}$ rays in the area of that one bin all add one counter to the bin. This will make the bin counter higher and the area appear brighter than if the rays were all split into individual smaller bins with a counter of one. At the end of the binning process, the PSF is multiplied by the factor $\frac{M^{2}}{N^{2}}$ to re-adjust the brightness. We want the bins to appear brighter, but we do not want to incorrectly measure the resulting image as brighter than it is in reality.

The $M$ value in our PSF can be used to calculate an effective aperture size, effectively translating pixel length to aperture length. This detector diameter can then be related to Kipping's detector diameter and his resulting amplification calculation. To measure aperture size, we imagine that a ray comes into the detector from two different places in the sky- as will happen while the Earth revolves around the Sun- hitting the detector in two different places. At one place, the ray is on-axis, meaning that the object's light enters the atmosphere at an angle parallel to the $z$-axis. At the other place, the ray is off-axis, meaning that the object's light enters the atmosphere at an angle to the $z$-axis. The $z$ axis represents the imaginary line extending from the Earth to the detector. Figure (3.25) shows the light ray traveling from the two different places, with on-axis in light red and off-axis in dark red. These two rays hit the


Figure 3.25: Our Terrascope set-up showing the relationship between aperture, $a$, and pixel size, $\frac{2 \alpha_{\text {peak }}}{M}$, through the angle $\delta$. Green and blue circles show the Earth's surface and atmosphere, respectively. Light red and dark red lines show on- and off- axis light rays, respectively. By drawing how the light shifts by $\delta$ on each side, we can calculate how the size of the detector and the size of a resolved pixel are related. From this, we estimate an effective aperture size of our Terrascope.
detector at a different location in space (along the $y$-axis), but each is in the same location relative to the many other light rays emitted from the celestial object. The whole front of light is shifted by the same distance. We call this distance- between where the on- and off- axis light rays hit the detector- the aperture, $a$. It is the length over which light is gathered to create an image of the object. The on- and off- axis rays each create a distinct image, which we can
call resolved. A concept called angular resolution can be described as the minimum angle possible between two distinct incoming sources traveling through an opening such that the sources can be distinguished as separate [5]. The opening here is the part of the atmosphere through which the rays pass. We call the angle between where the rays hit $\delta$. On the other side of our Terrascope and Figure (3.25) is the grid of size $M$ in which we are collecting these light rays. Each bin is a pixel wide and denotes the smallest distance over which light rays can be resolved. In a way, it too is the minimum required separation of two light sources in order for them to be perceived as distinguishable. The angle opening onto this pixel can then also be seen as $\delta$. We can relate the aperture size to pixel size through this variable. On the detector side, we use the small angle approximation to define it as:

$$
\begin{equation*}
\delta=\frac{a}{L} \tag{3.54}
\end{equation*}
$$

On the grid side, we define it as the angular range of the PSF divided by the number of bins:

$$
\begin{equation*}
\delta=\frac{2 \alpha_{\text {peak }}}{M} \tag{3.55}
\end{equation*}
$$

$2 \alpha_{\text {peak }}$ is the angle from one side of the grid to the other, from $\frac{-10 H}{L}$ to $\frac{10 H}{L}$. It was originally from $\frac{-(R+10 H)}{L}$ to $\frac{R+10 H}{L}$, but we chose to focus on the small center part of the grid where the most light is, which we called the "peak". We set Equations (3.54) and (3.55) for $\delta$ equal to each other, plug in the chosen value for $\alpha_{\text {peak }}$, and solve for $a$ :

$$
\begin{align*}
& \frac{a}{L}=\frac{2 \alpha_{\text {peak }}}{M}  \tag{3.56}\\
& a=\frac{2 \alpha_{\text {peak }} L}{M} \\
& a=\frac{2\left(\frac{10 H}{L}\right) L}{M} \\
& a=\frac{20 H}{M} \tag{3.57}
\end{align*}
$$

This is our equation for effective aperture. Note that the equation depends on $M$ which we can change, but changing $M$ also changes the resulting amplification of our PSF proportionally. Now, if we plug in $M=100$ (which we will use in the next section), we can calculate our effective aperture:

$$
\begin{equation*}
a=\frac{20 H}{M}=\frac{20\left(8.5 \times 10^{3}\right)}{100}=1.7 \times 10^{3} \mathrm{~m} \tag{3.58}
\end{equation*}
$$

From this, we conclude that using a grid size of $M=100$ translates to an effective detector aperture of $1,700 \mathrm{~m}$ or 1.7 km . When Kipping used his Equation (3.53) with $a=1$, he calculated an amplification of 55,000 (omitting the extinction for now). To see how our results compare
to those of Kipping, we will use Equation (3.53)the same equation for our $a=1.7 \times 10^{3}$ :

$$
\begin{equation*}
A \sim \frac{8 H \epsilon}{a} \sim \frac{8\left(8.5 \times 10^{3}\right)}{\left(1.7 \times 10^{3}\right)} \sim 40 \tag{3.59}
\end{equation*}
$$

So, when extinction effects are omitted, Kipping's amplification equation predicts that an aperture of $1,700 \mathrm{~m}$ (or, in pixel terms, $M=100$ ) will yield an amplification of 40 . We turn to our PSF results in the next section to see if our simulation is close to Kipping's prediction.

### 3.6.3. Results

In this section, we have chosen $L=1.5 \times 10^{9} \mathrm{~m}$ (the Hill radius) because it leads to the least amount of turbulence of all the $L$ values we tested. First we show two 2D PSFs: (1) $\lambda=1000 \mathrm{~nm}$, which is the best suited for use in our Terrascope and (2) $\lambda=600 \mathrm{~nm}$, which shows interesting absorption behavior. Then we show 1D PSFs for all nine wavelengths in our simulation. Each PSF has eight subfigures including the three atmospheric effects, plus one without any effects. The 2D PSFs are what the celestial object would look like as a reconstructed image; the 1D PSFs measure the amplification behavior and compare the different wavelengths. Finally, Table (3.3) contains the numerical values shown in the 1D PSFs. With eight rows and nine columns, it lists the peak amplification value for all three effects for each wavelength. All figures and the table use $N=10^{6}$ and $M=100$.


Figure 3.26: Eight different combinations of effects showing their influence on the PSF for $\lambda=10^{-6} \mathrm{~m}=1000 \mathrm{~nm}$. Of all the wavelengths we tested in our simulations, 1000 nm has the highest probability of survival and longest coherence length; hence, it is expected to also have the highest amplification after the light is subjected to all three atmospheric effects. Without effects, the amplification is approximately 35 ; with all affects, the amplfication is approximately 10.


Figure 3.27: Eight different combinations of effects showing their influence on the PSF for $\lambda=6 \times 10^{-7} \mathrm{~m}=600 \mathrm{~nm}$. Of note in these plots is that the amplification after scattering is higher than the amplification after absorption. This was predicted by the survival probability plots in which 600 nm light had a higher chance of survival after scattering than absorption (for $L=1.5 \times 10^{9} \mathrm{~m}$ ). Similar to the plots of 1000 nm , when 600 nm light is subjected to none of the effects, the amplification is 30 . However, unlike the 1000 nm plots, when 600 nm light is subjected to all three effects, the amplification is effectively zero.


Figure 3.28: These are plots of the PSF for different combinations of effects for varying wavelengths. On the left are the PSFs without turbulence; on the right are those with turbulence. Note how on the right, the peaks are both much lower and wider. The widening effect is due to light being spread out. This spread also causes a lower peak height. Turbulence causes the greatest decrease in intensity, followed by scattering and then absorption. For scattering and absorption, this change in intensity depends heavily on the wavelength, but for turbulence, it does not.

| Effect(s) | Wavelength ( nm ) |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 200 | 300 | 400 | 500 | 600 | 700 | 800 | 900 | 1000 |
| None | 32.87 | 32.87 | 32.87 | 32.87 | 32.87 | 32.87 | 32.87 | 32.87 | 32.87 |
| Turb | 7.83 | 8.40 | 8.87 | 9.27 | 9.60 | 9.90 | 10.15 | 10.38 | 10.59 |
| Scatt | $6.51 \times 10^{-33}$ | $4.23 \times 10^{-6}$ | 0.28 | 4.88 | 12.54 | 19.61 | 24.32 | 27.25 | 29.07 |
| Absorb | $3.37 \times 10^{-124}$ | $2.51 \times 10^{-52}$ | 32.77 | 22.12 | 5.75 | 24.86 | 31.33 | 32.21 | 32.81 |
| Turb+Scatt | $1.55 \times 10^{-33}$ | $1.08 \times 10^{-6}$ | 0.08 | 1.38 | 3.66 | 5.91 | 7.51 | 8.61 | 9.37 |
| Turb+Absorb | $8.05 \times 10^{-124}$ | $6.41 \times 10^{-53}$ | 8.84 | 6.24 | 1.68 | 7.49 | 9.68 | 10.17 | 10.58 |
| Scatt+Absorb | $6.69 \times 10^{-158}$ | $3.23 \times 10^{-59}$ | 0.28 | 3.28 | 2.19 | 14.83 | 23.18 | 26.70 | 29.02 |
| All | $1.59 \times 10^{-158}$ | $8.25 \times 10^{-60}$ | 0.08 | 0.93 | 0.64 | 4.47 | 7.16 | 8.43 | 9.35 |

Our simulations showed that the highest amplification without any effects is around 35. Equation (3.59) determined that Kipping's calculations for our data predict an amplification of 40. This is close enough to say that our results are consistent with Kipping's and we can therefore use his estimates for amplification before extinction. However, we still have to take into account the extinction due to our atmospheric effects. The final estimate for our Terrascope amplification must include these effects. In the next chapter, we discuss these final estimates, how our process and results compare to Kipping's work, and examine the possible flaws and missing parts to our work.

## $\angle$

## Discussion

### 4.1. Amplification

At the conclusion of his work, Kipping shows that for an ideal, quiet atmosphere, when using a 1 meter wide detector, $\lambda=1000 \mathrm{~nm}$, and $L=1.5 \times 10^{9} \mathrm{~m}$ (the Hill radius), his Terrascope configuration makes the light of a celestial object to 55,000 times as bright as it would normally appear from Earth. In the previous chapter, we calculated Kipping's amplification had he used our effective aperture, and it was on par with our PSF amplification. If our PSF amplification is similar to Kipping's, then we estimate that our celestial object amplification is also similar. We conclude that our Terrascope yields an amplification of 55,000 . However, this is without turbulence or extinction due to scattering and absorption. Figure (3.28) shows that the PSF amplification without any effects is 35 ; with extinction effects, it is about 30 . If we scale down our Terrascope amplification by the same amount, we arrive at a 47,300 . Now we want to take turbulence into account. However, when including turbulence, our previous equation for calculating amplification (Equation (3.53)) is no longer valid. This is because when turbulence is included, we do not have ideal ray tracing. The turbulence causes the light rays to spread out, a spread which we model according to a 2D Gaussian. The detector is only a small part of this larger range where light rays end up. This causes rays to miss the detector, so the manner in which Equation (3.53) uses the aperture to calculate amplification is not suitable in the turbulent regime. For an estimate of amplification including turbulence, we use our PSF results. When varying the number of rays $(N)$ and the number of bins $(M)$, the amplification with turbulence stayed at a constant value of 10 . Thus, our on-axis amplification estimate for our Terrascope with a detector aperture of 1 m , at $L=1.5 \times 10^{9} \mathrm{~m}$, observing $\lambda=1000 \mathrm{~nm}$ wavelength light has an amplification of 10 when including turbulence. When we also include Rayleigh scattering and ozone absorption, this amplification further decreases to 8.6.

### 4.2. Comparison to Kipping's Work

Our work and Kipping's agree on the effect of extinction (scattering and absorption). We show that it depletes the light by $14 \%$; Kipping shows that it depletes by $20 \%$. Most of his research is in the infrared, where there is less extinction. However, we both test 1000 nm light, which he shows has the same amplification values as longer wavelengths. To model scattering and absorption, Kipping used a transmittance and radiance package (lowtran7) while we used specific scattering and absorption data. Both provide a suitable rough estimate of the effects. The explanation for our large difference in amplification depletion is that Kipping's model does not account for turbulence effects. As our results of Chapter 3 show, when compared to turbulence, scattering and absorption are minimal effects on the PSF and resulting amplification. Turbulence spreads out the light (the peak width in our PSFs), causing a decrease in the the amplification intensity (the peak height). In addition to the spread causing a loss of light, it also results in the image being blurred.

Another difference in amplification is that Kipping suggests that for certain off-axis positions, the amplification is larger than for the on-axis situation. This is due to the shape of the thin light ring. When off-axis, it becomes more ovular, and there is more light received by the detector. Our results do not match that finding. Instead, we find that off-axis light is amplified less than on-axis light, and the intensity falls off according to the following equation:

$$
\begin{equation*}
A \sim \frac{2 H}{L \alpha} \tag{4.1}
\end{equation*}
$$

Our finding actually agrees with that of the research conducted by W.B. Hubbard during the occultation of a star by Mars. Inspired by the observation of a bright central spot due to Mars' atmospheric lensing, Hubbard calculated the theoretical amplification of an apparatus similar to the Terrascope. He concluded that there would be a "sharp central peak [with] broad wings which fall off" according to Equation (4.1) [25]. Hubbard also noted that actual amplification would differ from the calculated ideal due to a turbulent atmosphere.

Although the amplification results differ, many of our Terrascope findings agree with those of Kipping. Both investigations found a proportional relationship between the minimum altitude a light ray travels into the atmosphere and the distance between the Earth and the detector. Our model indicates that for best case results, we should increase these two as much as is feasible. We agree that the best wavelengths to use are in the infrared because that light is much less hindered by absorption and scattering in the Earth's atmosphere than optical light.

### 4.3. Errors

In this discussion of our results and comparison to Kipping's work, we have not yet considered shortcomings and possible mistakes in our Terrascope. We believe the following should be given attention:

- When using the Thin Ring code, not hitting the targeted ring shape exactly can be the difference between no collected light rays and the PSFs seen in Chapter 3. The necessary precision is on the order of a hundred-thousandth of a radian.
- We adjust the PSF after our calculations so that our results should not depend on the bin size. However, the extremely small precision means that adjusting the $N$ and $M$ values can change the outcome, and then our results are not independent of ray count and bin size.
- The extra points in Figures (3.10) and (3.22) are numerical round off errors due to cutting off the atmosphere at 10 H .
- Our strategies when cross-section data was not available could have lead to errors. For scattering, we estimated wavelengths outside the given ranges, seen as a broken line in Figure (3.9). For absorption, we had to interpolate between temperature values.
- Our amplification estimate is not thorough enough and requires a more rigorous calculation.


## Conclusion

### 5.1. Research Answers

We now restate the research questions and endeavor to answer them based on the research covered in this report:

- Can the Terrascope be a useful telescope, and if so, to what extent?
- What kind of numerical model is suitable for studying the Terrascope?
- What physical effects will diminish the quality of the Terrascope?

In Chapter 2, we described our Terrascope model which uses ray tracing and gradient-index optics. Tracing each ray was effective for viewing its path through the atmosphere and enacting individual effects on it. Gradient-index optics was used to describe the way that light interacts in the atmosphere via the refractive index. All codes used these fundamentals, but we varied the type of code by changing the shape of the angle array. Each type was suited for certain simulations, for example, generating an accurate PSF is best done using the Thin Ring code. All codes were spherically symmetric for simplicity. They could be made nonspherically symmetric by adding variable atmospheric effect profiles, without computational cost. It is useful to have a model which examines different wavelengths and distances to the detector, because these will influence the results.

In Chapter 3, we tested the consequences of three different atmospheric effects on our Terrascope. It appears that they adversely effect the Terrascope's performance from most to least in the following order: turbulence, Rayleigh scattering, and ozone absorption. Turbulence spreads out the image, thereby reducing the amplification by 99.98\%. Rayleigh scattering has the largest consequences for shorter wavelengths. Ozone absorption has the largest consequences for rays which pass through the ozone layer at $15-35 \mathrm{~km}$. Unfortunately, this height range corresponds to $L$ values all beyond $1.5 \times 10^{9} \mathrm{~m}$ (Hill radius).

In Chapter 4, we combined our findings to address the overall question of the Terrascope's feasibility. We measured this in terms of the final amplification of light that the Terrascope provides, while keeping in mind that angular resolution (image sharpness) is another important parameter for astronomical observation.

Here we state that despite the decrease in amplification mainly caused by turbulence, the Terrascope could prove useful and is definitely an interesting concept for additional study. Experimenting with different $L$ values, longer wavelengths, and other planetary (or lunar) atmospheres may be particularly fruitful. We must keep in mind that our calculated ampl ification is only valid when an object is on-axis. When it is off-axis, meaning that celestial object does not pass directly through the $z$-axis, the amplification falls off according to Equation (4.1). Additionally, the turbulence will severely hinder the sharpness of the image. In terms of the practicality of the Terrascope, the following issue must be seriously considered. The Terrascope has all the problems of both a ground- and space- based telescope combined. For the former, the Earth's atmosphere must be accounted for in calculations. Local weather effects and global climate will effect the atmosphere and therefore the light passing through into the Terrascope detector. For the latter, the cost increases because the detector must be launched into space. Once in position, it must face the Earth while blocking out direct and reflected light from the Sun. As Kipping mentions, the Terrascope is also bound to observing the objects that happen to pass behind the Earth, rather than purposefully aiming at a target. In the next section, we propose types of research for which the Terrascope would be useful.

### 5.2. Astronomical Uses

We propose astronomical research that requires highly amplified, long wavelength, and possibly low angular resolution light. In addition, because of the short time scale during which observing targets pass behind Earth (on the scale of days or weeks for reasonably close $L$ values), we cannot chose objects that must be observed for long periods of time, such as the cycles of orbiting exoplanets. The following research focuses may be suitable:

- Low temperature objects, such as red dwarf stars and brown dwarfs
- Objects at high redshift
- Objects very distant in space and time
- Look through dust at newborn stars
- Look through dust at galaxies
- First identification of exoplanets based on infrared signature due to planet's thermal radiation
- Microwave sources (such as the cosmic microwave background)
- Radio quasars (active galactic nuclei)
- Radio galaxies
- Studying Earth's atmosphere


### 5.3. Future Work

Our Terrascope set forth in this work is only a second step after Kipping's research. There are many ways in which we can, and hope, to improve upon the model. This includes:

- Different refractive index function, $n(\mathbf{r})$
- Different $C_{n}^{2}$ profiles for different places and times
- Additional types of scattering (Mie, inelastic)
- Additional molecules for scattering and absorption
- Wider wavelength range (especially 1000 nm and above)
- Use the atmosphere of other planets or moons (for example, Titan)
- Expand research to include work of Hubbard, Elliot, and others who wrote about the "bright central spot" or "central flash" during their studies of occultations
- Additional effects:
- Oblateness of the Earth (Earth is not a perfect sphere) due to rotation
- Sunlight shining behind the Earth for half of the observing time, necessitating an occulting disk on the detector (Kipping's theory and our rudimentary models show that it cuts the light in half)
- Sunlight bouncing off the Earth and into the detector
- City lights emanating from the Earth and going into the detector
- Airglow, which is light absorbed by the Earth's atmosphere during the day and released hours later at night, during the time the detector would be collecting [11]

If more advanced Terrascope simulations show that it is useful, then we could proceed with research into construction and launching.
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## Appendix

Here we derive an analytical formula for the minimum height, $h_{0}$ and use it to graph its relationship to the detector distance, $L$ [48].

To determine $h_{0}$, we bend an incoming on-axis light ray towards the detector. We do this by setting the starting angle equal to the bending angle. Recall, the ray which enters the detector is considered the starting ray because we model our Terrascope the opposite of the physical scenario. The starting angle is:

$$
\begin{equation*}
\alpha_{\text {start }}=\frac{R+h_{0}}{L} \tag{A.1}
\end{equation*}
$$

The bending angle is:

$$
\begin{equation*}
\Delta \alpha(h)=2 \eta_{0} \frac{R+h}{H} \mathrm{e}^{R / H} K_{0}\left(\frac{R+h}{H}\right) \tag{A.2}
\end{equation*}
$$

Where $K_{0}$ is the modified Bessel function of the second kind. Setting Equations (A.1) and (A.2) equal and solving for $h_{0}$, we arrive at:

$$
\begin{equation*}
h_{0}=\frac{H}{2}\left(1-\frac{H}{2 R}\right) \log \frac{2 \pi \eta_{0}^{2} L^{2}}{R H}-\frac{9 H^{2}}{8 R}+(\sqrt{2}-1) \sqrt{\frac{H R}{2 \pi}} \frac{R}{L} \tag{A.3}
\end{equation*}
$$

We graph the relationship between $h_{0}$ and $L$ in Figures (A.1) and (A.2). The first is the range of values of $L$ used in this research, from $L=3.844 \times 10^{8}$ (the distance from Earth to Moon), to $L=1.5 \times 10^{9}$ (the Hill radius). The highest minimum height reached for this range is just below 14 km . In order for a ray of light to barely skim below the atmosphere for a minimum height of 90 km , we look at the second plot. This shows that the corresponding $L$ value is approximately $10^{1} 3 \mathrm{~m}$. For comparison, this is double the distance from Earth to Pluto.


Figure A.1: Graph of minimum height that a light ray travels versus the $L$ value of that light ray. This range is the one used for all of the simulations in our research. As shown and referenced throughout this report, there is a proportional relationship between the two variables, but it is not linear.


Figure A.2: Graph of minimum height that a light ray travels versus the $L$ value of that light ray, shown for a $\log _{10}$ $x$-axis. The linear trend of this graph shows that there is a semi-log relationship between the variables $h_{0}$ and $L$. To reach higher values of $h_{0}$ takes much larger values of $L$. For example, rays with $h_{0}=80 \mathrm{~km}$ correspond to $L=10^{12}$ while rays with $h_{0}=90 \mathrm{~km}$ correspond to $L=10^{13}$.

