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ABSTRACT

An increasing part of European electricity is provided by renewable sources, whose out-
put varies considerably. In order to offset these variations, gas can be used as an auxil-
iary source of energy for power production, but extra power can also be used to produce
hydrogen or methane for storage. As a consequence, gas and power networks are grow-
ing more and more interdependent and thus need to be modelled together in order to
make meaningful predictions. A growing body of literature deals with the modelling and
simulation of such coupled networks, but the main focus of most sources is accuracy.
On the other hand, Gasunie and TenneT’s Infrastructure Outlook report aimed to study
hourly snapshots of a coupled network over one year, in a variety of different scenarios.
Therefore, a simplified and computationally inexpensive model was needed. Literature
dealing with such models is lacking, so a linear model consisting of transport load min-
imization was constructed for this purpose. It was used for both gas and power simula-
tions, but it is inadequate for the latter.

In this thesis, the transport load model is combined with the standard DC model
of power flow in order to obtain more accurate results. The resulting combined linear
model is tested on small sample networks, showing that it is functional given a set of
modelling assumptions. In addition, the transport load model is compared to the DC
model in a sample set of Dutch power networks. A large difference is observed between
the two, confirming that there is no reason to use transport load as a model for electricity.
Further research is needed to evaluate the accuracy of the transport load model for gas.
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1
INTRODUCTION

A N increasing part of European energy is provided by renewable sources such as wind
and solar. They have the major advantage of being more sustainable than fossil fuels,

but they come with their own constraints. Indeed, the energy they provide fluctuates
depending on the weather conditions [1]. On the other hand, in power networks, supply
and demand must be balanced for stability [2]. This means that ways must be found to
absorb the excess renewable energy when supply exceeds demand, and to inject extra
energy into the network when supply is insufficient. Gas-fired power plants can provide
the latter [3]; more recently, power-to-gas technology has been studied as a way to store
surplus renewable electricity in the form of hydrogen or synthetic methane [4]. This
connection of two energy networks is called sector coupling.

The use of these technologies implies that power and gas networks are becoming in-
creasingly interdependent. Thus, it is useful to model them together, be it for day-to-day
dispatch of energy sources or for long-term infrastructure planning. In the Infrastructure
Outlook 2050 [5], Gasunie and TenneT studied different scenarios for the evolution of en-
ergy infrastructures: power grid, natural gas network and hydrogen network. The idea
was to obtain hourly snapshots of supply and demand over an entire year. This repre-
sents 8760 individual calculations, so a computationally inexpensive model was needed.
A linear model based on the transport moment (transport load model) was used for all
three component networks. While it was sufficient to get a general idea of the gas net-
works’ behaviour, it proved inaccurate for electricity because it did not correctly reflect
the physics of the power network.

The object of this thesis is to construct, evaluate and apply an improved model for the
combined network. This model needs to make physical sense, but we are also looking
to keep it simple. The goal is therefore to construct a linear optimization problem which
combines transport load of gas and standard linear models of power flow, while preserv-
ing accurate communication between component networks. This model is tested on a
set of example networks. Finally, it is applied to the study of a simplified version of the
anticipated Dutch combined network. As in the Infrastructure Outlook report, the re-
sults are used to provide a binary answer to the question: Is this network configuration

1
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2 1. INTRODUCTION

viable?
The rest of this document is organized as follows. First, the literature review exam-

ines some of the literature of multi-carrier energy networks. The next section details the
construction of the combined model and the procedure used to compare it to the trans-
port load model. Then, the results obtained with the combined model are examined,
both for the test network and the future Dutch network under investigation. Finally, the
results are discussed and put into perspective.



2
LITERATURE REVIEW

T He study of multi-carrier energy systems is a relatively recent field. Its foundational
papers were written in the early 2000s and include, for example, [3], [6]. All of them

studied natural gas networks and power networks with gas-fired power plants; models
including power-to-gas came later. In 2007, [7] introduced the concept of energy hub as a
way to couple general multi-carrier energy systems. Since then, many other papers have
been written and various aspects of the problem studied. These aspects range from pure
network modelling to infrastructure and market planning. In this chapter, we review
some literature dealing with coupled power and gas networks.

2.1. COMPONENTS OF COUPLED NETWORKS
For both the power and gas components, the network is represented with nodes and
lines. At nodes, mass or energy conservation is enforced; in lines, specific equations
describe the flow in terms of the conditions at the source and target nodes of the line.

2.1.1. POWER NETWORKS
In power networks, energy conservation at nodes is stated by Kirchhoff’s current law
(KCL): the sum of currents entering a node (or bus) must equal the sum of currents leav-
ing it. This may be written in several different ways: in complex form [7] or with separate
equations for active and reactive power [3]; as one equation per bus [8] or as a sum over
the whole network [9]. For example, in complex power form, KCL for a single bus j reads

P j °
X

i 6= j
Pi j = 0,

where P j is the power injected at bus j and Pi j is the power flowing between buses i and
j . For the whole network, assuming that all losses are modelled as bus power injections,
it is written as a sum over all nodes j :

X

j
Ssource

j =
X

j
Sload

j .

3
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As for the power flow in lines, it can be represented in two ways. High-voltage power
networks use alternating current (AC), which is represented with nonlinear equations:
the active power flowing in line i j is given by

Pi j =Vi Vj
sin(±i °± j )

xi j
.

Under the assumptions that all voltages V have unit value and that the angle differences
(±i °± j ) are small, this can be simplified into a linear approximation called DC power
flow:

Pi j =
±i °± j

xi j
= bi j (±i °± j ).

Both linear and nonlinear equations are used throughout the literature. AC equations
are more accurate, but solutions are more difficult and more expensive to compute due
to their nonlinearity. They are thus used in papers where the authors are after higher
accuracy: for instance, in short-term scheduling of energy networks. On the other hand,
DC equations are widely used because they are easy to solve. In order to avoid dealing
with voltage angles, they are rewritten in terms of power transfer distribution factors
(PTDF). Using the PTDF matrix (as explained in [10]), the flow in line i j given by:

Pi j =
X
m

PTDFi j ,mPm

In a full power network model, nodal equations and flow equations are used along
with various constraints on line capacity, generator capacity, power demand, bus volt-
age, etc.

Finally, the Infrastructure Outlook report [5] uses the transport load model (see chap-
ter 3 for its construction) for the power network as well as the gas network. However, this
does not correctly reflect the physics of the power network because changes in the power
network are instantaneous, while transport load is more suited for a medium that moves
at slow speeds, such as gas.

2.1.2. GAS NETWORKS
In all the papers considered, the gas component of the combined network contains nat-
ural gas. Only the Infrastructure Outlook [5] uses both a hydrogen and a gas network,
and it is also the only one using a linear model. This model was initially developed by
[11].

In gas network models, mass conservation is enforced at every node. As for the gas
flow in pipes, all the papers studied use a variant of the same gas flow equation,

qi j =Ci j

q
p2

i °p2
j .

The steady-state gas flow in pipeline i j is thus a quadratic function of the pressures
at its end nodes, pi and p j . The direction of the flow is always from high to low pres-
sure. The coefficient Ci j , called pipe conductivity, depends on the choice of equation.
A number of possibilities are given in [12]. This coefficient can depend on such factors
as pipeline efficiency, gas gravity, pipe length, pipe diameter, gas compressibility factor,
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etc. Additional parameters are sometimes used: for instance, [8], [13] take into account
the change of elevation in the pipeline.

This flow equation is nonlinear and nonconvex, which makes solving gas flow prob-
lems complex and computationally expensive. Some papers such as [14], [15] present
clever ways to solve them iteratively, but the fundamental equations are still the same.
This is why having a linear model is interesting: even though it is a rough approxima-
tion, it allows us to easily get a general idea of flow patterns in the network. In particular,
since we are looking to decide whether or not a particular network configuration is fea-
sible, this approximation is interesting.

2.2. COMMUNICATION BETWEEN COMPONENT NETWORKS
Constructing a model for a combined gas and electricity network involves an exchange
of information between the two. This most often occurs through a coupling node, a point
in the network which involves both forms of energy. In this section, we take a brief tour
through the types of coupling nodes used in the literature.

2.2.1. GAS-FIRED GENERATORS
Gas-fired power plants, or generators (GFG), are the type of coupling node found in the
earliest literature (see [3], [16]). As they are used to offset daily variations in electricity
demand, the volume of gas consumed is modelled as a function of the power output
needed, Pg . In a detailed model, the energy demanded by a GFG with index i is given by
its heat rate curve,

HR(Pg ) =Æi +Øi Pg +∞i P 2
g

where both Pg (the power output needed in the network) and HR are in MW. The volume
of gas consumed then depends on its heating value HV . This may be the higher heating
value (HHV) or the lower heating value (LHV), depending on the modelling assumptions
and the goal of the model. The volume of gas consumed is given by

Ggfg = HR(Pg )/HV = (Æi +Øi Pg +∞i P 2
g )/HV.

Here we have HR in MW and HV in MW· m°3, so Ggfg is given in m3.
Another option is to use a linear relation, as in [5], [9]: an efficiency coefficient ¥gfg is

used and the power output is given as

Pg = ¥gfg ·Ggfg (2.1)

2.2.2. POWER-TO-GAS PLANTS
Power-to-gas technology consists of using electricity to produce hydrogen through elec-
trolysis, or synthetic natural gas (SNG) through methanation of the previously obtained
hydrogen [17]. It allows for surplus renewable electricity to be stored on the short or
long term. Compared to SNG, hydrogen has the advantage of causing less energy loss
upon conversion: producing hydrogen using electricity then combusting the resulting
hydrogen (round trip) produces 34-44% of the initial amount of electric energy, while the
round-trip efficiency for synthetic methane is 30-38% [4]. Both SNG and hydrogen are
entirely compatible with the existing high-pressure natural gas infrastructure, at least
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in the Netherlands [18]. Mixtures are acceptable as well, though mixing of natural gas
and hydrogen is considered a short term solution and is not foreseen for the longer term
(2050) in the Dutch energy system.

Since power-to-gas technologies are only starting to become economically viable [1],
all the sources for this part (e.g. [9], [17], [19], [20]) are very recent. All of them use a linear
relationship for power-to-gas modelling. The volume of gas obtained is thus represented
by

Gp2g = ¥p2g ·Pl /HV (2.2)

where Pl is the power load of the P2G facility. As before, HV is in MW· m°3 and Pl is in
MW. The efficiency coefficient ¥p2g is unitless and Gp2g is thus given in m3.

This relationship has the same form whether the gas in question is hydrogen or methane,
though the efficiency and heating value are not the same. Indeed, hydrogen has a lower
heating value than methane and thus a larger volume is necessary to obtain the same
amount of power.

2.2.3. COMPRESSOR STATIONS
Compressor stations may be powered by electricity, as in [7], [9]; in that case, they act as
a coupling node between the gas and the electricity networks. The energy they consume
is then converted into a load on the electricity network. Compressors can also be gas-
powered (see for example [3]), but in this case they are not a point of coupling.

2.2.4. ENERGY HUBS
Energy hubs are occasionally used for general multi-carrier energy systems. They are
an interesting way to represent systems with more than 2 energy carriers. They were
first introduced by [7] and they serve to represent a set of energy exchanges: an energy
hub may contain sources, loads, converter devices, and storage facilities. The system is
then represented as a network of energy hubs. Converter devices are represented with
a coupling efficiency between each energy carrier. This efficiency may or may not be
linear.

2.3. SOLVING STRATEGIES
A range of solving strategies are used in the literature of combined energy networks. In
fact, quite often, they are the central part of the paper since the models under study are
difficult and computationally expensive to solve.

2.3.1. OPTIMIZATION MODELS
An underdetermined system of equations is obtained from all the governing equations
listed above. Constraints are put on each component of the network (some are listed
throughout the previous sections). The objective function is often the fuel cost (to be
minimized), but other choices are possible [7], [21], such as throughput maximization,
profit maximization, loss minimization, or pollution minimization. In general, the sys-
tem is nonlinear and nonconvex due to the gas flow equations. A variety of strategies
are thus used to compute the optimal solution, such as piecewise linearization [22] or
specific nonlinear optimization solvers.
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On the other hand, the Infrastructure Outlook uses the linearized model of [11]. The
cost functions and constraints are therefore entirely linear and linear optimization can
be used. This is the case in this project as well.

2.3.2. SOLVING WITHOUT OPTIMIZATION

After combining the elements of the network, it remains to solve a system of equations:
power flow, power balance at nodes, gas flow, gas balance at nodes, coupling node equa-
tions. This is generally a system of nonlinear equations which cannot be solved analyt-
ically, hence the use of numerical methods. This strategy is used in [8], [13], [23]. The
system of equations is generally undetermined. An initial guess is provided by the user,
which contains enough data to ensure that the solution based on that guess is unique.
However, it is not necessarily optimal [21]. In addition, finding a reasonable value for
such a guess is challenging.

2.4. CASE STUDIES AND AVAILABILITY OF REFERENCE DATA

All of the papers studied come with at least one case study demonstrating the function-
ing of the model presented. Since that is also an important part of this thesis, it is in-
structive to look at how such examples are chosen.

2.4.1. POWER NETWORKS

Standard IEEE test cases are used as the power network in case studies throughout the
literature. They are well-studied and have readily available solutions, which can for in-
stance be computed using the MATPOWER library [24]. However, one drawback for this
project is that many do not have linear generator costs. This means they cannot be used
within a linear optimization problem without modification.

2.4.2. GAS NETWORKS

There is no standard for test cases of gas networks, so the papers studied here use many
different ones. A variety of small networks are thus used; the only reoccurring one is
a model of the Belgian gas network [8], [9], [16], since the data for this one is publicly
available. A library of gas networks has also recently been collected [25] under the name
GasLib; it contains some small networks for testing purposes as well as some large ones
based on real-world data. However, solution data are lacking, which makes comparison
difficult.

2.4.3. COMBINED NETWORKS

In order to construct a combined network, a gas network is coupled to a power network
at one or more points. The resulting power and gas flows are different from those ob-
tained in decoupled network. Thus, input data are often available, but complete solu-
tion data are much more difficult to find; of the papers reviewed in this chapter, only [13]
provides a full solution. This makes it challenging to compare the solutions obtained in
this work to solutions obtained with other models.
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2.5. DISCUSSION AND CONCLUSION
We have explored multiple ways to formulate and solve steady-state flow problems in
combined gas and electricity networks. The goal of the project is to formulate a linear
model; however, it is instructive to look at more elaborate ones, as they offer insight
into the challenges of network modelling. Many authors focus on aspects which are not
directly relevant for this project, such as day-to-day scheduling or market planning. For
this reason, they need high-accuracy models, and linear ones are not suitable for their
purposes. On the other hand, this project will focus on the feasibility of scenarios for
future infrastructure, and thus a first-order approximation is sufficient for now. In any
case, care must be taken to state the simplifying assumptions clearly and to construct
a reasonable linearization. For power flow, there is a single standard linear model, but
this is not the case for gas flow. As for interaction between networks, each component
can be described with a linear model or a constant, but so far we have no description
of how to calculate the parameters involved. Finally, a range of solving strategies has
been described; they depend in part on the model formulation, but also on the desired
numerical properties.



3
A LINEAR MODEL FOR COMBINED

GAS AND POWER NETWORKS

I N this section, we put together a linear model for a coupled energy network by using
together the DC power flow model and the transport load model. We first present the

components separately, then show how to combine them.

3.1. POWER FLOW
For this part, we use the DC approximation of power flow mentioned in chapter 2. This
is a standard, widely accepted model.

3.1.1. PRINCIPLES
Optimal power flow (OPF) consists of computing the optimal way to generate power
given the demand. In this thesis, the DC model is used: the resulting linear optimiza-
tion problem is called DC OPF. The costs here are generation costs: each power plant
has an associated cost. The idea, then, is to make the power supply match the load in
the cheapest possible way. A trivial way to do this would be to make the cheapest gen-
erator produce all the power, but two things prevent us from doing this. First, genera-
tors can only produce so much power: they have a capacity limit. There may also be a
lower bound on their energy production, as depending on the nature of the power plant,
stopping production entirely can be complicated. The second factor is the capacity of
the power lines; they too have physical limits and cannot carry an unlimited amount of
power.

3.1.2. DC OPTIMAL POWER FLOW
For this problem, the optimization variable is the vector of generated power, PG , where
the i -th entry represents the power generated at bus i . The cost vector c similarly gives
the cost of each generator, and so we are looking to minimize the linear cost function:

minc>PG (3.1)

9
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This is subject to a set of constraints, the first of which is the capacity of the genera-
tors:

P min
Gi

∑ PGi ∑ P max
Gi

for each i (3.2)

The second constraint is energy conservation: the supply PG should match the de-
mand PD . This is given over the whole network:

X

i
PGi =

X

i
PDi (3.3)

Finally, we consider the line capacity limits: the power flowing in each line must
be smaller than or equal to the capacity of that line. This is where we use the PTDF
matrix to easily compute the flow in each line. (See appendix A for an explanation of
how this matrix is obtained.) Since power can flow in either direction in a line, we have
two inequality constraints for each line:

°Pmax
line ∑ PTDF · (PG °PD ) ∑ Pmax

line (3.4)

Note that not all lines need to have specified capacity limits; for example, in the 5-node
network which is used later as a test case, only two such limits are given. In that case,
only the corresponding rows of the PTDF matrix are included in the calculation.

Putting everything together, the DC OPF problem is as follows:

min
X

i
ci PGi

subject to P min
Gi

∑ PGi ∑ P max
GiX

i
PGi °

X

i
PDi = 0

°Pmax
line ∑ PTDF(PG °PD ) ∑ Pmax

line

(3.5)

This problem formulation is used for the test networks presented in chapter 4. For
the Dutch network instances, the case data (provided by Gasunie) includes previously
optimized values for generated power, so this step is skipped.

3.2. GAS FLOW
The model used for gas flow is the transport load. It is defined as the product of the
distance covered L and the quantity transported Q:

T (Q) = LQ (3.6)

The sum of this quantity over all pipelines in the network is minimized.

3.2.1. PRINCIPLES
The standard gas flow equations described in chapter 2 are nonlinear and nonconvex,
leading to optimization problems that are complex and expensive to solve. Instead, the
linear approximation constructed in [11] is used. The driving force is still the pressure
differential: gas moves from high to low pressure. Because of friction against the pipe
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Figure 3.1: Pressure decrease for transport of gas in a network with intermediate compression (black line) and
its linearization (red line)

walls, a loss of power occurs, which can be written in terms of the pressure difference
¢p = pin °pout and transported quantity of gas:

¢P =Q¢p.

Now, pressure decreases with distance, and the pressure profile along a pipe is gen-
erally nonlinear. This is particularly true when a pipe contains compressors, which gives
a sawtooth-shaped profile. The idea is to approximate this profile with a linear function,
as illustrated by fig. 3.1. The pressure difference can then be approximated as a linear
function of the distance, ¢p /¢L for some coefficient a.

The loss of power for a given distance then becomes

¢P /Q¢L

so over the whole line, we have
P /QL.

Notice that the right-hand side is the same as the RHS of eq. (3.6), i.e., the transport load.
By minimizing the transport load, the idea is thus to minimize the losses of power over
the network.

In practice, the actual transport load function is defined piecewise since the trans-
ported quantity has a sign (positive in one direction of transport, negative in the other).
The capacity of the line is also not necessarily the same in either direction. Additionally,
the capacity is not a hard limit; rather, it is used as a threshold above which the cost is
much higher. This allows the optimization to be feasible even when the network is con-
gested, while keeping the same optimal values for the optimization variables. For each
pipeline k, the transport load function Tk is defined as follows:

Tk (Qk ) =

8
>>><
>>>:

°N LkQk , Qk <Qmin
k

°LkQk , Qmin
k ∑Qk < 0

LkQk , 0 ∑Qk ∑Qmax
k

N LkQk , Qk >Qmax
k

(3.7)

where N is a large number which serves to penalize flows larger than the line capacity.
This is illustrated by fig. 3.2.
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Figure 3.2: Piecewise linear load function of a line of length L

3.2.2. TRANSPORT LOAD OPTIMIZATION

The sum of the transport load in each pipe is minimized, subject to mass conservation
at each node: the total amount of gas arriving at the node and leaving it must be the
same. This includes the signed gas quantities and the external gas injection at that node,
wi . The construction of an equivalent linear problem out of a piecewise linear one is
explained in appendix C. The optimization problem is then:

min
X

k
Tk (Qk )

subject to wi =
X

j
Qi j for each i

(3.8)

Here Qk =Qi j is the gas load in pipe k joining nodes i and j .

Contrary to DC power flow, this is not a standard model. In the next chapter, we see
that it gives a rough approximation of gas flows. However, it is useful for obtaining a
general idea of flow behaviour.

3.3. ENERGY CONVERSION
Energy conversion is modeled with a linear relationship. Each conversion has an effi-
ciency factor ¥.

3.3.1. GAS TO POWER

A gas-fired generator j (part of the power network) is associated with a node i of the
gas network. This node exclusively provides all the gas required by the generator at j ; in
other words, all the gas leaving node i is used at j , and this is the only source of energy
for that generator. Therefore, the power generated at node j is P j = ¥gfgwi . This means
the gas balance equation at i is now

X

k
Qi k °

1
¥gfg

P j = 0. (3.9)
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3.3.2. POWER TO GAS
In the same way as before, we assume that the entirety of the gas supply at the target
node G j is provided by power leaving the source node Pi , and that all the power leaving
Pi is used for that purpose. This means the gas injection at G j is

w j = ¥p2gPDi . (3.10)

3.4. COMBINED OPTIMIZATION PROBLEM
We can now assemble the components described in the previous sections. Without cou-
pling, the combined problem is given by:

min
X

k
Tk (Qk )+

X

i
ci PGi

subject to P min
Gi

∑ PGi ∑ P max
GiX

i
PGi =

X

i
PDi

wi =
X

j
Qi j

°Pmax
line ∑ PTDF(PG °PD ) ∑ Pmax

line

(3.11)

Putting the equality constraints in matrix form and rearranging the last line:

min
X

k
Tk (Qk )+

X

i
ci PGi

subject to P min
Gi

∑ PGi ∑ P max
Gi

1>PG =
X

i
PDi

MQ = w

PTDF ·PG ∑ Pmax
line +PTDF ·PD

°PTDF ·PG ∑ Pmax
line °PTDF ·PD

(3.12)

where M is the negative of the branch-node incidence matrix of the network graph and
1 is the column vector of ones. This means if we put all the variables in a single vector,
the matrix Aeq representing the inequality constraints is block diagonal:

µ
1> 0
0 M

∂µ
PG
Q

∂
=

µP
i PDi

w

∂
(3.13)

It is in the bottom left block of Aeq that we make modifications to account for the
coupling links. First, take the gas-fired generator modeled by eq. (3.9). In practice, we
need to modify the row corresponding to the i -th gas node, which is row i + 1 of the
matrix equation eq. (3.13). We set wi (the RHS) to 0 and the entry corresponding to P j
(the j -th column) to 1/¥gfg.

Next, we add in eq. (3.10): PDi is part of the RHS, so this equation does not contain
a change in the LHS. In addition, the power demand is adjusted to match the necessary
gas supply. Doing so imitates a coupled network, but this is not functional for problems
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where the actual amount of power-to-gas conversion is not known ahead of time.

The combined model is usable in the form described above. Its flexibility is limited by
the modelling assumptions made, but it is a good place to start and it allows for some
experimenting.



4
CASE STUDIES

I N the previous chapter, a linear model was constructed. It remains to test and evalu-
ate it. In the first part of this chapter, the challenges of evaluating the model’s perfor-

mance are discussed and a basis for comparison is established. In the second part, the
structure of the network instances used in the Infrastructure Outlook is presented and
we show how the elements of the combined linear model are applied to these cases.

4.1. EVALUATING THE MODEL

4.1.1. COMPARISON WITH MODELS FROM THE LITERATURE
The combined model under study consists of two components which are evaluated in
distinct ways. The first is the transport load model, which is used to compute optimal
flow in the pipes of the gas network (given gas entries and exits). The second is the DC
power flow model, which is used to compute optimal power generation at the nodes as
well as the resulting power flows. Alternatively, transport load may be minimized over
the whole network.

Since the two component networks influence one another, an ideal point of com-
parison would be a case study in which a combined gas and power network is simu-
lated using a more accurate model and all the necessary input data are given, as well as
the resulting outputs: the power generated at each node, and the flow in each gas pipe.
However, literature providing all of this is scarce. Input data can be found without too
much difficulty. In particular, data for a variety of coupled networks can be found at
http://motor.ece.iit.edu/data/. Output data, on the other hand, are more chal-
lenging to find: many papers give only partial results, such as costs, computation time,
or plots showing the evolution of each quantity.

Another potential hurdle is the lack of comparable data. For example, in [13], all the
necessary data are available, but the quadratic generation costs of the power network
prevent the use of linear programming. Using only the linear component changes the
problem, so it is no surprise that the solution is quite different. Other issues include a
lack of degrees of freedom, as in [16]: the gas network used there had no loops and thus

15

http://motor.ece.iit.edu/data/


4

16 4. CASE STUDIES

only one solution for gas flow; no optimization can take place. Therefore, the solution
obtained is exactly that given in the original paper, which is of limited interest.

4.1.2. EVALUATION BY APPLICATION TO A TEST NETWORK
In order to get around the lack of immediately comparable results in the literature, a dif-
ferent procedure is used. A test network is constructed out of two components whose full
solution is available, along with a single coupling link between the two. First, the linear
model is used to solve for each flow and this is compared against the known solution.
Then, the flows in the combined network are compared with those in the decoupled
component networks. The first step allows us to evaluate the impact of the choice of
model, while the second lets us verify that the model is correctly constructed and imple-
mented and gives an idea of the potential impact of coupling.

COMPONENTS

The chosen component networks need to be small enough to manipulate easily, and to
have loops so that optimization can take place. Additionally, the generator costs in the
power network need to be linear.

The chosen gas network is the first case study described in [14], which we refer to
as AL9. One modification is made: since the lengths of the pipes are identical in the
original network, they are each arbitrarily modified by multiples of 10°3 so that each
length is unique and the optimization problem has a unique solution.

For the power network, the PJM 5-bus network (PJM5) presented in [26] fits the con-
straints. It also has the advantage of being one of the available examples of MATPOWER[24],
which makes it very easy to obtain results.

COUPLING

The first combined network consists of AL9 and PJM5 coupled by a gas-fired generator.
All the gas demand at node 3 of AL9 is used to provide energy for generator 1 of PJM5, as
illustrated in fig. 4.1.

For the second combined network, the same two components are coupled by a power-
to-gas plant. It uses the power leaving node 2 of PJM5 to provide gas at node 1 of AL9,
which is the only source of gas in the network. This network is illustrated by fig. 4.2

4.2. APPLICATION TO A LIFE-SIZE NETWORK
As the last step of this work, a potential future combined network for the Netherlands is
studied. This phase is the high point of the project; it gives insight into the weaknesses
of the transport load model and potential future uses for the combined model.

4.2.1. THE DUTCH NETWORK
A map of the network under study is shown in fig. 4.3. It consists of a power network,
a hydrogen network and a natural gas network. Three instances of the same network,
representing snapshots at different times, are studied. That is, we look at one network
with three different sets of energy inputs and outputs. The natural gas network is omit-
ted; only the power and hydrogen networks are included in the study. The instances are
identified by three letters indicating the energy production scenario (regional, national
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Figure 4.1: Combined network composed of AL9 and PJM5 coupled by a gas-fired generator

Figure 4.2: Combined network composed of AL9 and PJM5 coupled by a power-to-gas plant
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Figure 4.3: Combined network of the Netherlands (red/orange = electricity; blue = hydrogen; green = methane)

or international) and a number which is the hour (in the year) at which the snapshot
is obtained. The instances under study are REG 0834 (early February, regional energy
production), INT 1039 (mid-February, international scenario) and NAT 4044 (mid-June,
national scenario). We refer to them only by their number in the rest of this document.

The case data include all the energy inputs and outputs, including those coming from
points of coupling. In practice, this means that all that is left to do is compute the load
flows in the component networks separately: transport load is used for the hydrogen and
power networks, and DC power flow is computed as well and compared against optimal
power transport load.

4.2.2. COMPARISON WITH THE INFRASTRUCTURE OUTLOOK MODEL

For these network instances, full solution data are available. This allows us to compare
the given energy flows with the ones calculated using the combined model. For the gas
components, both sets of flows are computed by minimizing transport loads, so we can
verify that the model’s implementation is correct by checking that the results match the
given solution. For the power component, the same can be done, and additionally the
flows obtained with transport load and with the DC model are compared. We expect the
solution with transport load to differ significantly from the more exact solution with the
DC model. The transport load model may therefore lead to incorrect conclusions about
the viability of the network configuration.
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The two steps of model evaluation and model application which are described in this
chapter could each be the object of an entire thesis. On the one hand, evaluating the
accuracy of the transport load model for gas is not an easy task, and especially not in the
case of combined networks. On the other hand, the Dutch networks could be studied
more thoroughly, for example by calculating energy inputs using the combined model.
Combining the two is an interesting task but necessarily limits the amount of work that
can be done for each.





5
RESULTS AND DISCUSSION

T His chapter presents and discusses the results of the experiments described in chap-
ter 4. In the first section, we deal with the evaluation of the combined model using

small test networks. In the second, we show the result of computing gas flows with trans-
port load optimization, and compare optimal power transport load to DC power flow.

5.1. MODEL EVALUATION USING TEST NETWORKS
This step is divided in two: First, the components are looked at separately in order to
evaluate the impact of the choice of model. Next, the components are coupled and the
impact of coupling on the power network is examined.

5.1.1. IMPACT OF THE MODEL: A LOOK AT THE COMPONENTS

GAS NETWORK

The gas flows computed in [14] are compared to the optimal transport load in AL9. They
are respectively shown in fig. 5.1a and fig. 5.1b. Figure 5.1c shows that there is a large dif-
ference between the two sets of flows. This can be explained by multiple factors: first, the
arbitrary modification of the pipe lengths alters the solution. The longest pipes (which

(a) Gas flows in AL9 according to [14] (b) Optimal transport load in AL9
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Figure 5.1: Gas flows in decoupled AL9
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(a) Optimal DC power flow in PJM5 (b) Optimal power transport load in PJM5

(c) Relative error

Figure 5.2: Power flows in decoupled PJM5

have the highest cost) are not used at all, and all the flow is directed through the shortest
ones since there are no limits on pipe capacity in this example. In addition, the result of
[14] is not necessarily an optimal flow pattern. This example shows that while transport
load is potentially able to give a plausible qualitative picture of flow behaviour, it is still
a rough approximation.

POWER NETWORK

For this step, DC OPF is computed first, then the resulting power generation data are
used to compute optimal transport load. As a result, the net power injection at the nodes
is identical in the two versions. The resulting flows patterns are similar: in most lines, the
difference is very small, as can be seen in fig. 5.2c. Only in the rightmost line is there a
large error value; this is because the flow is 10 MW with DC power flow and 0 MW with
the TL model. The absolute difference is not so large, but the relative difference is.

One possible explanation for the similarities of the two results is that the quantities
being optimized are not the same, but DC OPF does take into account the reactance of
the lines. Since this quantity is proportional to the line length (see appendix A), it is
hardly surprising that the result looks close to the optimal transport load. In addition,
the network is small and has few degrees of freedom, which further helps the transport
load approach the correct solution given by DC equations.

REMARKS

From these sample networks, we can get a general idea of what level of accuracy can be
expected from these linear models. However, given the small size of the networks and the
fact that a single point of comparison was used in both cases, the results cannot easily
be generalized and further study would be useful.
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(a) Power flow in PJM5 with a GFG link ending at
node 1

(b) Power flow in PJM5 with a PtG link starting at
node 2

Figure 5.3: Power flows in coupled PJM5

5.1.2. IMPACT OF COUPLING
By construction, in the two coupled networks constructed out of AL9 and PJM5, the gas
flow pattern remains identical to the one in the decoupled version. We thus omit to show
the gas component. What changes is the power injection at one end of the coupling link,
which causes some change in power generation and power flow.

The results are shown in fig. 5.3. In fig. 5.3a, we see the flows in the power component
of the network represented in fig. 4.1. All the gas leaving node 3 of AL9 is used to produce
power at node 1, which has the lowest generation cost. Power production is therefore
limited by the availability of gas and this is visible in the figure. The second cheapest
generator is at node 2 and already works at full capacity in the decoupled version, so the
lacking power is produced by the third cheapest, at node 5. Figure 5.3b shows the flows
for the power network in fig. 4.2. This time, all the power demand at node 2 is directed
towards the production of gas at node 1 of AL9. This slightly reduces the power demand
at node 2 and thus the most expensive generator, at node 3, produces less power.

As expected, both networks look much the same as the decoupled PJM5. This result
cannot easily be generalized, however, since the construction of these particular coupled
networks deeply influences the results. These examples are useful as an exercise and for
checking that the model is correctly implemented, but their use as a reference on the
impact of coupling is limited.

5.2. THE DUTCH NETWORKS
In this section, the study of one network configuration used in the Infrastructure Out-
look is presented. Three sets of energy entries and exits (instances), corresponding to
different times of the year and energy production scenarios, are studied. Transport load
is used to compute gas flow in the hydrogen and natural gas components of the network.
For the power network, DC PF is computed using the PTDF matrix of the network and
the power injection data. Power flows are also computed using transport load and the
two sets of results are compared.

Communication between components is not modeled explicitly. Instead, injection
data for each component includes energy coming from coupling links: electrolysis, metha-
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(a) Optimal transport load of hydrogen
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(b) Flow of hydrogen compared to pipe capacity

Figure 5.4: Hydrogen flows in instance 1039

nation and gas-fired generators. This means that the component networks can be stud-
ied separately.

We look in detail at instance 1039 and briefly compare it to the other two. The full set
of plots is shown in appendix E.

5.2.1. HYDROGEN COMPONENT
For this part, since the model used is the same as in the Infrastructure Outlook, we are
looking to match the results. This is indeed the case: calculating the error in pipe k as

ek =
Qsol

k °Qcalc
k

Qsol
k

,

the largest ek observed is about 0.5% over all three instances. Another common point
between the instances is that the capacity limits of the lines are not reached (i.e., line
capacities are not binding constraints). An interesting result of this is that the flows form
a minimal spanning tree of the network. Indeed, gas is transported from node i to node
j via the shortest path (in length) unless a pipe on that path is saturated. In that case, the
excess is routed through another path, but as that is not happening, only shortest paths
are used and no loops appear.

The results of the calculations for instance 1039 are shown in fig. 5.4. On one hand,
fig. 5.4a shows the general behaviour of the gas flow. The largest quantities flow in two
main pipes, one of which, unsurprisingly, leaves from node SDA, which has the largest
net gas injection (represented by node size). These two pipes carry gas that is provided
to the entire southern half of the network. On the other hand, in fig. 5.4b, we see how
saturated each of these pipes are. The ones carrying the most gas are not the most satu-
rated, though the busiest one (RAV-WGD, at 68% of its capacity) also carries a relatively
large amount. For a gas network, this is an acceptable state.

Comparable levels of saturation can be observed in instance 4044. On the other
hand, instance 0834 deals with smaller quantities of hydrogen and is much further from
overload (its busiest pipe is used only at 13% of its capacity).
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(a) Optimal transport load of power
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(b) Flow of power compared to line capacity

Figure 5.5: Power transport load in instance 1039

(a) DC power flows
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(b) DC power flows compared to line capacity

Figure 5.6: DC power flows in instance 1039

5.2.2. POWER COMPONENT

We first look at power flows as calculated with transport load optimization. The results
of the Infrastructure Outlook were matched in this case as well. The results are visible in
fig. 5.5, with fig. 5.5b showing that the busiest line operates at 55 % of its capacity. While
this is technically feasible, N °1 security constraints mean that this is not an acceptable
state of the network.

Next, we look at DC power flow, which is represented in fig. 5.6. To check that it is
correctly calculated, we look at the flow in radial lines: indeed, six of the radial nodes
(BKK, DIE, EYC, GRO, SIE, ZAN) have zero power injection, so the line linking them to
the rest of the network should contain zero flow, or a very small value due to round-off
error. At the last radial node (BSL, at the bottom left), the net power injection is positive,
so power should be flowing away from that node. This is the case for all three instances,
which is a good indication that the flows are correctly computed.

Though the two flow patterns (TL and DC) display qualitatively comparable behaviours,
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Figure 5.7: Relative difference between DC and TL power flow, |Pdc °Ptl |/|Pdc |.
Error e: thin blue lines e = 0, light blue 0 < e ∑ 0.1, yellow 0.1 < e ∑ 0.25, red 0.25 < e ∑ 1, dark red e ∏ 1

the difference shown in fig. 5.7 makes it clear that the TL model is incorrect. The error
is under 10% only in lines with no degrees of freedom, i.e. radial lines. In the rest of the
network, there is a major difference between TL and DC flows. In particular, the maxi-
mum line saturation over the whole network is only 43% in the DC model, which makes
the state of the network acceptable and contradicts the answer given by the TL model.

As for the other two instances, they also display large differences between the two
models (see appendix E). However, in both cases, the network is in an unacceptable state
regardless of the model used.

Such large differences are somewhat expected, since it was known ahead of time that
transport load optimization is not a correct way to model power flows. This experiment
shows how unreliable it can be.

5.2.3. NATURAL GAS COMPONENT
As mentioned in the previous chapter, the natural gas component is not included in this
analysis. Indeed, the goal of this part is to match previously obtained results for the gas
networks, since no modification is made to the transport load model. Combined with
time limitations, this meant that adding the natural gas flows to this chapter had limited
interest.

5.2.4. GENERAL REMARKS
In all three cases, the time necessary to carry out the computations is very short. A script
which runs the transport load optimization function on both the power and hydrogen
network and also computes DC power flows takes about 0.2 seconds to run in Matlab
once all the necessary data are in the workspace. This is fast enough that the model can
be used to quickly compute the 8760 hourly snapshots over a year, even once the natural
gas network is added in. This allows to test many different network configurations in
reasonably short times.
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It is clear from both sets of experiments presented in this chapter that the choice of
model has a major impact on the results. We are now able to quantify this for the trans-
port load and DC model in power networks. On the other hand, we have very limited
data for gas networks due to the difficulty of comparing models purely on the basis of
existing literature. An ideal way to compare models for gas would have been to imple-
ment and solve the full nonlinear equations. That is, however, outside the scope of this
thesis and will need to be done in a future project.





6
CONCLUSIONS AND FUTURE WORK

The stated goal of this thesis was to construct, evaluate and apply a combined linear
model improving on the one used in the Infrastructure Outlook (IO) report of Gasunie
and TenneT. The literature review showed that while a sizeable body of literature exists
on models of combined energy networks, virtually all of it seeks accuracy rather than
scalability. Conversely, the IO results are based on transport load (TL) optimization
for all the energy carriers, which is a very simplified and computationally inexpensive
model.

In chapter 3, the construction step is detailed. A combined model was constructed
out of TL for gas networks and DC equations for the power network. Communication
between the two was modelled via power-to-gas and gas-to-power links. Bidirectional
coupling was not directly modelled, as it would require extra optimization steps to deter-
mine when it would be advantageous to use both couplings simultaneously. In addition,
since this form of the model relies on pre-calculated (optimal) production of energy, the
combined model does as well (at least for the gas network). Thus, an auxiliary model, or
an expanded version of the current one, is still needed for applications.

The evaluation step constitutes the first part of chapter 4 and of chapter 5. The lit-
erature of coupled energy networks lacks case studies with which direct comparison is
possible, so a different process was used. First, the impact of the choice of model was
studied: transport load was compared to the standard gas flow model in a small gas net-
work, and to DC power flow in a small power network. Next, the flows obtained for the
test power network with the combined model were compared to those calculated for the
decoupled network as a way to examine the impact of coupling. This was not done for
the gas network, since the construction of the model meant that coupling did not affect
it. By affecting the distribution of power demand and power generation, coupling affects
power flows accordingly, showing that the model is functional.

Finally, the different elements of the combined model were used to compute energy
flows in the components of a realistic Dutch energy network. The results for the hydro-
gen network matched the provided solution data, demonstrating that this part of the
model was correctly implemented. Additionally, a major improvement in accuracy was
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achieved in the computation of power flows thanks to the use of the DC model.

The main conclusions of this thesis are the following:

1. The transport load optimization model is incorrect for power network simula-
tion and should not be used.

DC power flow produces good results and is widely accepted; it is therefore a better
choice of linear model for power networks.

2. TL optimization for gas networks gives a rough first indication of optimal flows
but its accuracy must be investigated further.

So far, this investigation has been done only in a small example network. A more
thorough evaluation would require obtaining the full input and output data of at
least one larger gas network, which is difficult to find in the literature; or comput-
ing gas flow patterns using the standard nonlinear model, which was outside the
scope of this project.

3. Coupling a DC OPF power network and a TL optimized gas network has not been
done before for sizable networks, but it may yield useful results.

A combined model was constructed and shown to be functional for small test net-
works. In addition, the calculations carried out based on Dutch network data took
very little time to compute. Further work will be necessary to generalize the com-
bined model for use with the Dutch network and quantify its accuracy. This thesis
shows that the combined model may be suitable at highly aggregated levels, for
example for the Dutch energy system of 2050.
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A
COMPUTING POWER FLOWS USING

THE PTDF MATRIX

Power flows are computed as follows [10], [24]. The basic data necessary are the line
susceptances, which are listed in vector b = (b1, . . . ,bN ), and the network’s branch-node
incidence matrix M , which is given by

Mi j =

8
><
>:

+1, if branch j enters node i ,

°1, if branch j leaves node i ,

0, if branch j is not connected to node i .

The susceptance of a line is often given per km length, and can thus be calculated
from its length L. The 380 kV lines which make up the high-tension network of the
Netherlands have a reactance per length of 0.25≠/km, i.e. x = 0.25L. The susceptance is
then

b = 1
x
= 4

L
.

From this, we form first the line susceptance matrix,

Bline = diag(b) ·M> (A.1)

then the bus susceptance matrix,

Bbus = M ·Bline. (A.2)

The entries of the bus susceptance matrix are as follows:

• Diagonal elements Bi i : sum of line susceptances of all lines connected to bus i ,
Bi i =

P
k bi k

• Off-diagonal elements: Bi j = bi j if there is a line between nodes i and j , Bi j = 0
otherwise.
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The matrix is singular, and thus not invertible. A pseudo-inverse B̃°1
bus is computed using

the following procedure:

1. Remove the row and column of Bbus corresponding to the index of the slack bus

2. Invert the resulting matrix

3. Insert a row and a column of zeros at the indices corresponding to the slack bus.

Finally, the PTDF matrix is given by:

PTDF = BlineB̃°1
bus (A.3)

It relates the line flows to the power injection at nodes as follows:

Pline = PTDF · (PG °PD ). (A.4)

Alternatively, for known power injection (which is the case with the Dutch network
data, but not when computing DC OPF from scratch), line flows can be computed by
solving for the bus voltage angles. Indeed, the net power injection at nodes Pbus is related
to the voltage angles ± by

Pbus = Bbus± (A.5)

and the flow in lines Pline is related to ± by

Pline = Bline±. (A.6)

Line flows are then obtained by solving eq. (A.5) for ±, then applying eq. (A.6).



B
PRINCIPLES OF LINEAR

OPTIMIZATION

Optimization, or mathematical programming, is the process of finding the best possible
value of a variable, based on some criterion and usually under a set of constraints. For
instance, when minimizing a function f (x)(x 2 Rn), the optimal value x§ of x is the one
that yields the smallest value of f . The function f is called cost or objective function.
Constraints may be equations of the form g (x) = a, inequalities of the form h(x) ∑ b, or
bounds on the elements of x.

Throughout this report, we use linear optimization. That is, the function to be mini-
mized and all its constraints are linear. Such a problem can always be (re-)written in the
standard form [27]:

Find a vector x
that maximizes cT x
subject to Ax = b
and x ∏ 0

(B.1)

It is quite easy to find a particular solution that satisfies the constraints. First, con-
sider the system of inequalities

Ax = b. (B.2)

where x is an n-vector, b an m-vector, and A is an m£n matrix. Suppose that from the n
columns of A we select a set of m linearly independent columns (such a set exists if the
rank of A is m). For simplicity, we assume that the first m columns of A constitute this
set and we denote by B the m £m matrix formed by these columns. Then, the matrix B
is nonsingular and the equation

BxB = b

has a unique solution xB , and x = (xB ,0) is a solution to Ax = b. This is called a basic
solution to eq. (B.2) with respect to the basis B . The existence of a basic solution relies
on the full rank assumption: The m £n matrix A has m < n, and the m rows of A are
linearly independent.
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Figure B.1: Illustration of an extreme point solution

We can now add in the other constraint of eq. (B.1). Consider the system of con-
straints

Ax = b

x ∏ 0
(B.3)

A vector x satisfying eq. (B.3) is said to be feasible for these constraints. If it is in addition
a basic solution of eq. (B.2), it is said to be a basic feasible solution. The set of feasible
vectors of eq. (B.3) is called the feasible set of the problem.

Relation to convexity A set C is said to be convex if for every x1,x2 2 C and every real
numberÆwith 0 <Æ< 1, the pointÆx1+(1°Æ)x2 2C . This definition can be interpreted
geometrically as stating that a set is convex if, given two points in the set, every point on
the line segment joining these two points is also a member of the set. The feasible set of
a problem of the form eq. (B.3) is convex.

A point x in a convex set C is said to be an extreme point of C if there are no two
distinct points x1,x2 2 C such that x = Æx1 + (1°Æ)x2. Geometrically, it is a point that
does not lie strictly within a line segment connecting two other points of the set. The
extreme points of a triangle, for example, are its three vertices.

Theorem (Equivalence of extreme points and basic solutions) Let A be an m£n matrix
and b an m-vector. Let K be the convex set consisting of all n-vectors x satisfying

Ax = b

x ∏ 0

A vector x is an extreme point of K if and only if x is a basic feasible solution of the above.
This is illustrated in fig. B.1.



C
FROM PIECEWISE LINEAR TO

LINEAR PROGRAMMING

C.1. PRINCIPLES
The following discussion is adapted from [28].

For the transport load minimization problem, we are looking to minimize a convex
piecewise linear function with linear constraints. Such a function f : Rn ! R can be
expressed as

f (x) = max
i

(a>
i x +bi ) i = 1, ...,m (C.1)

with a, x,2R and b 2R. f is parameterized by m n-vectors ai and m scalars bi .
An example is shown in fig. C.1.
The problem of minimizing such a function, min f (x), can be written as a linear pro-

gram:
mint

subject to a>
i x +bi ∑ t , i = 1, . . . ,m

(C.2)

Figure C.1: Convex piecewise linear function
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To see this, note that for fixed x, the optimal t is t = f (x). In matrix notation, this be-
comes: minimize c̃>x̃ subject to Ãx̃ ∑ b̃, with

x̃ =
∑

x
t

∏
, c̃ =

∑
0
1

∏
, Ã =

2
64

aT
1 °1
...

...
aT

m °1

3
75 , b̃ =

2
64

°b1
...

°bm

3
75 (C.3)

Note that other linear constraints can be added to this. We will detail them for the trans-
port load problem.

Minimizing a sum of piecewise linear functions The sum of two piecewise linear func-
tions of the form eq. (C.1), f (x) and g (x), is also piecewise linear. If f is parameterized by
m vectors and g is parameterized by p vectors, their sum is the maximum of mp affine
functions,

f (x)+ g (x) = max
i=1,...,m
j=1,...,p

≥°
ai + c j

¢T x +
°
bi +d j

¢¥
(C.4)

The equivalent linear program of min f (x)+ g (x) has m +p inequalities. It is given by

mint1 + t2

subject to a>
i x +bi ∑ t1, i = 1, . . . ,m

c>i x +di ∑ t1, i = 1, . . . , p

(C.5)

Note that for fixed x, the optimal values of t1 and t2 are t1 = f (x) and t2 = g (x).
In matrix notation, the problem becomes: minimize c̃>x̃ subject to Ãx̃ ∑ b̃, with

x̃ =

2
4

x
t1
t2

3
5 , c̃ =

2
4

0
1
1

3
5 , Ã =

2
6666666664

aT
1 °1 0
...

...
...

aT
m °1 0

cT
1 0 °1
...

...
...

cT
p 0 °1

3
7777777775

, b̃ =

2
6666666664

°b1
...

°bm
°d1

...
°dp

3
7777777775

(C.6)

C.2. APPLICATION TO TRANSPORT LOAD MINIMIZATION
In the case of the transport load function (eq. (3.6)), the optimization variable Q 2 RN is
the list of loads in each pipe. For pipe k, the transport load is

Tk (Q) = max
i

L>
i ,k Q

where all the elements of vector Li ,k are zero, except the k-th one, which is as described
by eq. (3.7). This means there are 4 possible values for each Lk . The cost function is then

T (Q) =
NX

k=1
Tk (Q)
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which is parameterized by 4N vectors Li ,k . Generalizing eq. (C.6) to a sum of N piecewise
linear functions, we obtain the following linear problem: minimize c̃>Q̃ subject to Ãx̃ ∑
b̃, with

Q̃ =

2
66664

Q
t1
...

t2

3
77775

, c̃ =
∑

0
1

∏
, Ã =

2
666666666666666666664

L1,1 0 . . . 0 °1 0 . . . 0
...

. . .
...

. . .
L1,4 0 . . . 0 °1 0 . . . 0

0 L2,1 . . . 0 0 °1 . . . 0
...

...
0 L2,4 . . . 0 0 °1 . . . 0

. . .
. . .

0 . . . 0 LN ,1 0 . . . 0 °1

0 . . . 0
...

. . .
...

0 . . . 0 LN ,4 0 . . . 0 °1

3
777777777777777777775

, b̃ = [04N ]

(C.7)
where 0 and 1 are the N -vectors of zeros and of ones, respectively. (04N is the 4N -vector
of zeros.)

It remains to add the missing equality constraints, which enforce mass conservation.
This set of constraints is originally given by MQ = w. Expanding both sides to include
the auxiliary variables tk , the equality constraint in matrix form becomes

ÃeqQ̃ = b̃eq,

where

Ãeq =
£
M 0

§
and b̃eq =

∑
w
0

∏
(C.8)

The complete linear optimization problem is then:

min c̃>Q̃
subject to Ãx̃ ∑ b̃
and Ãeqx̃ = b̃eq

(C.9)

Bounds on the elements of Q are not necessary, since values above the lines capaci-
ties are penalized by the piecewise definition of T (Q).





D
INPUT AND OUTPUT DATA OF ONE

CASE STUDY

In this appendix, we give all the data necessary to reproduce the results of instance 1039,
for which the plots are visible in chapter 5. As the capacity of lines is not public infor-
mation, we do not give it here. However, for transport load optimization, line capacities
are not binding constraints for the hydrogen or the power network. For the same reason,
only the absolute flow is given, and not the line saturation data.

D.1. POWER NETWORK

D.2. HYDROGEN NETWORK

43
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Table D.1: Nodes of the power component with entries and exits of INT 1039

Point Index Entries Exits
E-BGM 1 31,5 120,6
E-BKK 2 0 0
E-BMR 3 312,9 330
E-BSL 4 1688,6 539,6
E-BVW 5 1289 721,1
E-BWK 6 18,2 950,6
E-CST 7 122,3 267,2
E-DIE 8 0 0
E-DIM 9 511,9 1318,8
E-DOD 10 697 1325,1
E-DTC 11 212,7 721,3
E-EEM 12 2536 266,3
E-EHV 13 132 1007,7
E-ENS 14 40,6 52,1
E-EYC 15 0 0
E-GER 16 1355,5 913,5
E-GRO 17 0 0
E-HGL 18 519,6 581,5
E-HSW 19 85 460,6
E-KIJ 20 0,2 327,1
E-LLS 21 263 360,4
E-LSM 22 116 269,9
E-MBT 23 539,4 812,3
E-MEE 24 186,8 300,6
E-MVL 25 4959,9 1552,4
E-OHK 26 20,3 148,2
E-OZN 27 1241,2 1048,2
E-RIL 28 187,4 399,8
E-SIE 29 0 0
E-SMH 30 0,2 196,2
E-TIL 31 34,4 315,6
E-VHZ 32 3,4 398,6
E-VVL 33 27,4 248,9
E-WES 34 0,1 694,4
E-WEW 35 438,3 167,7
E-WTR 36 56,2 810,3
E-ZAN 37 0 0
E-ZWO 38 0 0
E-ZYV 39 234,2 234,6
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From To From index To index Length (km) Flow (TL) Flow (DC)
E-BGM E-VVL 1 33 32,5 -613,1124878 -701.24
E-BKK E-KIJ 2 20 57,5 0 0
E-BMR E-DOD 3 10 42 -17,16266036 160.15
E-BVW E-OZN 5 27 16,1 480,537529 303.35
E-BWK E-WTR 6 36 21,9 -1618,264465 -876.72
E-CST E-KIJ 7 20 14,8 0 741.58
E-DOD E-DTC 10 11 44,6 -645,2857208 -467.85
E-DTC E-HGL 11 18 58,7 -1153,905792 -976.55
E-EEM E-MEE 12 24 37,6 1059,046402 539.5
E-EEM E-WEW 12 35 24,3 0 230.53
E-EHV E-MBT 13 23 48,8 272,8596878 450.05
E-ENS E-HSW 14 19 31,4 0 -201.03
E-ENS E-LLS 14 21 20 230,7193756 407.75
E-ENS E-OHK 14 26 43,4 -242,2953606 -329.94
E-GER E-RIL 16 28 60,3 -936,6094208 -936.6
E-GER E-TIL 16 31 24 1429,780884 1606.9
E-HGL E-GRO 18 17 16,5 0 0
E-HGL E-ZWO 18 38 60,7 -1215,81398 -1038.5
E-HSW E-ZYV 19 39 63,9 -375,5255508 -576.53
E-KIJ E-BWK 20 6 17,5 -378,0908585 186.53
E-KIJ E-GER 20 16 34 51,19315147 228.25
E-LLS E-DIM 21 9 51,7 133,3525658 310.45
E-LSM E-BGM 22 1 10,9 -524,1004944 -611.74
E-MBT E-BMR 23 3 58 0 177.25
E-MBT E-EYC 23 15 8,5 0 0
E-MBT E-SIE 23 29 10,6 0 0
E-MEE E-DIE 24 8 17 0 0
E-MEE E-ZWO 24 38 107,8 1215,81398 926.83
E-MVL E-SMH 25 30 23 340,9243774 1082.5
E-OHK E-LSM 26 22 28,5 -370,1696396 -457.74
E-OZN E-DIM 27 9 15,5 673,5019684 496.35
E-RIL E-BSL 28 4 39,1 -1149,010391 -1149
E-RIL E-ZAN 28 37 6,5 0 0
E-SMH E-CST 30 7 43 144,8987484 886.48
E-TIL E-EHV 31 13 40 1148,596344 1325.8
E-VHZ E-BVW 32 5 15 -87,38775253 -264.45
E-BWK E-VHZ 6 32 45 307,7701378 130.75
E-VVL E-EEM 33 12 39,9 -1210,58075 -1499.6
E-WES E-MVL 34 25 20,2 -3066,611023 -2325
E-WEW E-MEE 35 24 29,3 270,6101418 501.13
E-WTR E-WES 36 34 6,8 -2372,379608 -1630.8
E-ZWO E-ENS 38 14 31,7 0 -111.72
E-ZYV E-VVL 39 33 23,7 -375,9260178 -576.83
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Table D.2: Nodes of the hydrogen component with entries and exits in INT 1039

Node Index Entries Exits
H-APP 1 425,8 1272,9
H-BBG 2 76,8 2794,2
H-BCH 3 848,7 0
H-BEV 4 498,2 7327,3
H-BGS 5 369,9 760,9
H-BOT 6 51,3 3696,4
H-EEM 7 0 1469,3
H-EMD 8 485 0
H-EMM 9 199 460,7
H-ESV 10 88,3 1925,4
H-GRK 11 49,2 1057,9
H-GRV 12 630,4 0
H-HAR 13 124,5 853,8
H-HIL 14 1091,2 0
H-JUL 15 363,7 0
H-LLS 16 109,1 1313,5
H-MBT 17 116,4 4100,8
H-MVL 18 396,1 4374,5
H-OMM 19 508,7 2377,7
H-OSS 20 164,9 2836,2
H-OSZ 21 1188,1 0
H-RAV 22 583 4128,4
H-SDA 23 35553,4 360,8
H-WGD 24 413,2 4256,3
H-WIE 25 11,7 483
H-WIN 26 485 0
H-ZAN 27 121,2 0
H-ZEL 28 412,2 0
H-ZEV 29 485 0
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Table D.3: Lines of the hydrogen component with optimal transport load in INT 1039

From To From index To index Length (km) Flow
H-APP H-SDA 1 23 13 0
H-BBG H-HIL 2 14 8 -1091,2
H-BBG H-ZAN 2 27 65 -121,2
H-BEV H-WGD 4 24 91 0
H-BGS H-BEV 5 4 20 6828,9
H-BOT H-WGD 6 24 24 -7623,5
H-EEM H-APP 7 1 15 9912,6
H-EMD H-EEM 8 7 13 11381,8
H-EMD H-SDA 8 23 29 -10896,9
H-EMM H-OMM 9 19 58,8 -261,7
H-ESV H-WIN 10 26 34,2 -485
H-ESV H-ZEV 10 29 33,2 -485
H-GRK H-APP 11 1 44 -9065,6
H-GRK H-HAR 11 13 70 729,4
H-GRK H-WIE 11 25 114 7327,6
H-WIE H-JUL 25 15 25,5 -363,7
H-MBT H-BCH 17 3 20 -848,7
H-MBT H-GRV 17 12 16 -630,4
H-MVL H-BOT 18 6 36 -3978,4
H-OMM H-ESV 19 10 56 867,2
H-OMM H-LLS 19 16 68,3 1204,4
H-OMM H-RAV 19 22 113 21281,5
H-OSS H-ZEL 20 28 39 -412,2
H-OSZ H-SDA 21 23 23 1188,1
H-RAV H-BBG 22 2 53 1505
H-RAV H-MBT 22 17 120 2505,3
H-RAV H-WGD 22 24 72 13725,9
H-SDA H-OMM 23 19 100 25483,8
H-WGD H-OSS 24 20 77 2259,2
H-WIE H-BGS 25 5 24 7220
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NETWORK PLOTS

This appendix contains the plots for instances 0834 and 4044. Appendix E shows the
absolute and relative load in the hydrogen network of instance 0834. As mentioned in
chapter 5, the quantities of hydrogen in the network are relatively small and the network
is far from being saturated.

In appendix E, we see the absolute and relative hydrogen load for instance 4044. This
time, as in case 1039, the network is dealing with larger amounts of gas and the busiest
line (in relative terms) is functioning around two thirds of its capacity. This busiest line
is the same as for 1039, i.e. pipe RAV-WGD. For all three instances, the largest quantity of
gas passes through the same two pipes, SDA-OMM and OMM-RAV, but their capacity is
large enough that they are not saturated.

Figures E.3 and E.4 show the absolute and relative load of the power network, cal-
culated with transport load optimization, for instances 0834 and 4044 respectively. In
both cases, the network appears to be loaded way beyond an acceptable state, with at
least one line carrying 100% of its capacity. (Recall that the relative load in any given line
should not exceed 50% for the state of the network to be considered acceptable.)

Power flows computed with the DC model are shown in fig. E.5 and fig. E.6. This
time, the maximum line saturation is even over 100%, occurring in the same lines as
before. Overall, the flows calculated by the two models are qualitatively close. However,
we know that there is still a large difference between the two. This is visible in fig. E.7 and
fig. E.8: lines with no error are shown in dark blue (this concerns only a few lines with no
power flow at all), error under 10% in light blue, between 10% and 25% in bright red, and
over 100% in dark red. Knowing that DC power flow is the accurate one, transport load
is clearly an inadequate way to calculate power flows.
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(a) Optimal transport load of hydrogen in 0834
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(b) Flow of hydrogen compared to pipe capacity in 0834

Figure E.1: Hydrogen flows in 0834

(a) Optimal transport load of hydrogen in 4044
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(b) Flow of hydrogen compared to pipe capacity in 4044

Figure E.2: Hydrogen flows in 4044

(a) Optimal transport load of power in 0834
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(b) Optimal transport load compared to line capacity in 0834

Figure E.3: Power transport load in 0834
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(a) Optimal transport load of power in 4044
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(b) Optimal transport load compared to line capacity in 4044

Figure E.4: Power transport load in 4044

(a) DC power flow in 0834
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(b) DC power flow compared to line capacity in 0834

Figure E.5: DC power flows in 0834

(a) DC power flow in 4044
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(b) DC power flow compared to line capacity in 4044

Figure E.6: DC power flows in 4044
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Figure E.7: Difference between power flows in 0834

Figure E.8: Difference between power flows in 4044



F
MATLAB CODE

This appendix contains the most important pieces of code used through this project. In
the first section, we give the code used to compute flows and optimal generation us-
ing the combined model. In the second, we show how the functions and script used to
compute flows in the Dutch network instances.

F.1. THE COMBINED MODEL
This function computes optimal power generation and optimal gas transport load. Power
flows can subsequently be computed from the resulting power generation and given
power demand.

1 function [powergen, gasload, cost] = optimDCTL(network)
2 % OPTIMIZATION: gas transport load and DC OPF
3 % INPUT: struct network containing all the input data
4 %
5 % OUTPUT:
6 % powergen = the amount of power given off by each generator
7 % load = the quantity of gas in each line (optimization variables)
8 % cost = resulting value of the cost function
9

10 % [x, fval] = linprog(f,A,b,Aeq,beq,lb,ub)
11 Ngaslines = length(network.gassourcenodes);
12

13 %% Construct problem data for gas
14 branchnames = strcat("Q", string(1:Ngaslines));
15 % Branch-node connectivity matrix:
16 G = digraph(network.gassourcenodes, network.gastargetnodes);
17 connectivity = -incidence(G);
18 % Corresponding branch reordering:

53



F

54 F. MATLAB CODE

19 [~, reordering] = sortpairs(network.gassourcenodes, network.
gastargetnodes);

20 %branchnames = branchnames(reordering);
21 lengths = network.lengths(reordering);
22

23 %% Construct problem data for power
24 ngen = length(network.powercosts);
25

26 %% Build full problem
27 costs = [network.powercosts; lengths];
28

29 % inequality constraints based on PTDF
30 if ~isempty(network.ptdf)
31 A = [network.ptdf; -network.ptdf];
32 A = [A zeros(size(A, 1), Ngaslines)]; % append zeros for size

compatibility
33 ptdfwithloads = network.ptdf*network.powerdemands;
34 b = [network.powerlinecaps + ptdfwithloads;
35 network.powerlinecaps - ptdfwithloads];
36 else
37 A = [];
38 b = [];
39 end
40

41 Aeq = blkdiag(ones(1,5), connectivity);
42 beq = [sum(network.powerdemands); network.injections];
43

44 % Add in coupling coefficients
45 C = network.gfgmatrix;
46 for k=1:size(C,1)
47 % Col 1 of C gives row, col 2 gives column, col 3 gives value
48 Aeq(C(k,1), C(k,2)) = C(k,3);
49 % set gas injection to 0 at the gfg coupling nodes
50 beq(C(k, 1)) = 0;
51 end
52 C = network.ptgmatrix;
53 for k=1:size(C,1)
54 % Col 1 of C gives row, col 2 gives column, col 3 gives value
55 Aeq(C(k,1), C(k,2)) = C(k,3);
56 % don’t touch right side this time
57 end
58

59 %full(Aeq)
60 %beq
61
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62 lb = [network.minpower; network.mingasload];
63 ub = [network.maxpower; network.maxgasload];
64

65 [x, cost] = linprog(costs,A,b,Aeq,beq,lb,ub);
66

67 powergen = x(1:ngen)’;
68 gasload = x(ngen+1: end)’;

F.2. DUTCH NETWORKS
The first function given here carries out the construction and solving of the optimization
problem for transport load. A slightly modified version of the problem is used instead of
the proper equivalent problem derived in appendix C: in the first place, all the lines are
duplicated into their positive-direction and negative-direction components, each with
the appropriate maximum capacity and with the minimum capacity set to zero. This is
why lines are duplicated on all the transport load plots in this report. Additionally, the
capacities of the lines are a hard limit. Any excess flow is directed into extra lines with
very high cost. This mimics the piecewise-linear problem of transport load optimization.

Also note the reordering of the lines. In order to obtain the incidence matrix of the
network, which is needed for the equality constraints, the graph of the network is gener-
ated using the lists of source and target nodes of the edges. The resulting list of edges is
sorted in ascending order of these pairs. For example, if the source nodes are (1,2,1) and
the target nodes are (3,1,2), the corresponding pairs are ((1,3), (2,1), (1,2)). In ascending
order, this list becomes ((1,2), (1,3), (2,1)). All the data associated with branches (i.e., the
lengths and capacities) needs to be reordered accordingly. The list of flows resulting from
the optimization step is also in this order. As the last step of the function, it is restored
back to its original order to avoid confusion.

1 function pwgasload = tlopt(source, target, mincap, maxcap, inj,
lengths)

2 % OPTIMIZATION: gas transport load coupled to a known power network
3 % PSeudo-piecewise linear programming
4 % INPUT: source nodes, target nodes, minimum capacity (in fact 0),
5 % maximum capacity, net injection at each node, line lengths
6 %
7 % This assumes that lines have already been split into their positive

-direction
8 % and negative-direction components. This is why the min capacity is

0.
9 %

10 % OUTPUT:
11 % load = the quantity of gas in each line (optimization variables)
12 % cost = resulting value of the cost function
13

14 %% Construct problem data for gas
15 Nlines = length(source);
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16 Nnodes = length(inj);
17

18 % Mimic piecewise linear programming by adding extra lines that can
absorb overflow

19 % Branch-node connectivity matrix:
20 totalfrom = [source; source];
21 totalto = [target; target];
22 G = digraph(totalfrom, totalto);
23 C = -incidence(G);
24 % Corresponding branch reordering:
25 [~, reordering] = sortpairs(totalfrom, totalto);
26

27 % set costs of extra lines very high
28 linecosts = [lengths; 1e6*ones(Nlines, 1)];
29 linecosts = linecosts(reordering);
30

31 % Lower and upper bound
32 lb = [mincap; mincap];
33 ub = [maxcap; 10*maxcap];
34

35 lb = lb(reordering);
36 ub = ub(reordering);
37

38 % [x, fval] = linprog(f,A,b,Aeq,beq,lb,ub)
39 % [gasload, cost] = linprog(lengths, [], [], connectivity, inj,...
40 % mincap, maxcap);
41

42 %% build optimization problem
43 % relaxed version
44 A = [C;
45 -C];
46 eps = 1e-6*ones(Nnodes,1);
47 b = [inj+eps;
48 -(inj - eps)];
49

50 inversepermutation(reordering) = 1:length(reordering);
51 [pwgasload, pwcost] = linprog(linecosts, A,b, [], [], lb, ub);
52

53 % Reverse the reordering of the lines
54 pwgasload = pwgasload(inversepermutation);
55 end
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Next, we have the computation of the DC power flows based on provided input and
outputs of power at nodes. This function uses calculations described in appendix A. It
also involves reordering of the lines.

1 function flow = dcflow(from, to, lengths, inj)
2 %Pinj = Bbus delta (phase angles), solve for delta
3 % then Pline = Bline delta
4

5 % make graph
6 G = digraph(from, to);
7 M = incidence(G);
8

9 % reorder rows accordingly
10 [~, reordering] = sortpairs(from, to);
11 inversepermutation(reordering) = 1:length(reordering);
12

13 b = 4./lengths(reordering);
14

15 % Compute line susceptance and bus susceptance matrices
16 Bline = -diag(b)*M’;
17 Bbus = -M*Bline;
18

19 % Cholesky decomposition of Bbus (helps with condition number)
20 R = chol(Bbus); % upper triangular
21

22 % Au=f, A=LU then solve Ly=f and Uu=y
23 % Here L = R’
24 y = R’\inj;
25 delta = R\y;
26

27 flow = Bline * delta;
28 flow = flow(inversepermutation);
29

30 end
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Finally, a script sets up the calculations and and calls the above two functions. The
structure network contains data read from an excel file that contains the instance data.

1 % OPTIMIZATION: gas transport load coupled to a known power network
2 % Pseudo-piecewise linear programming
3 % INPUT: struct network containing all the input data
4 %
5 % OUTPUT:
6 % branches, an array of string arrays containing branch names

properly
7 % reordered for each network
8 % dcpf, the power flow obrained using ptdf of the network
9 % powercapreached = 0 if dcpf is under capacity for the whole

network,
10 % = 1 otherwise
11 % halfcapreached: the same but checking whether dcpf is under one

half of
12 % the line capacity
13 % powertl: flows in power network computed using transport load
14 % hload: TL in hydrogen network
15 % gload: TL in natgas network
16

17 %%
18 sourcenodes = network.powersourcenodes(1:43);
19 targetnodes = network.powertargetnodes(1:43);
20 len = network.powerlinelengths(1:43);
21 inj = (network.powerentries - network.powerexits);
22

23 dcpf = dcflow(sourcenodes, targetnodes, len, inj);
24

25 %% compute optimal transport load for both networks
26 powertl = tlopt(network.powersourcenodes, network.powertargetnodes,

...
27 zeros(size(network.maxpowerload)), network.

maxpowerload,...
28 network.powerentries-network.powerexits, network.

powerlinelengths);
29 % add together the power in the regular lines and the extra ones
30 powertl=powertl(1:86)+powertl(87:172);
31

32 hydrogentl= tlopt(network.hsourcenodes, network.htargetnodes, ...
33 network.minhload, network.maxhload,...
34 network.hinjections, network.hlengths);
35 hydrogentl=hydrogentl(1:60)+hydrogentl(61:120);
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