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# Introduction <br> Problem description 

The reduction of noise in a car.
$\diamond$ Noise is caused by the engine, road contact and head wind.

Model the car and the propagation of the acoustic waves.
Solve the resulting problem for sequencies of frequencies.

Use information of earlier obtained solutions for speeding up the comnitations

Solution vectors, spectral information and information on
the performance of the algorithm.
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$$
\begin{cases}-k^{2} P(\mathbf{x})-\nabla^{2} P(\mathbf{x})=\delta\left(\mathbf{x}-\mathbf{x}_{s}\right) & \text { on } \Omega, \\ Z_{n} \frac{\partial}{\partial n} P(\mathbf{x})+i k P(\mathbf{x})=0 & \text { on } \Gamma .\end{cases}
$$

The weak form equals
$-k^{2} \int_{\Omega} \eta P d \Omega+\int_{\Omega} \nabla P \cdot \nabla \eta d \Omega+i k \oint_{\Gamma} \frac{1}{Z_{n}} \eta P d \Gamma=\int_{\Omega} \eta \delta\left(\mathbf{x}-\mathbf{x}_{s}\right) d \Omega$.

The finite element method results in a discretised linear system

$$
\left(-f^{2} \mathbf{M}+\mathbf{K}+i f \mathbf{C}\right) \mathbf{p}=\mathbf{b}
$$

## Introduction

## Solution to a test problem



THDelft

## Introduction

## Solution to a test problem



TUDelft

## Solving the mathematical problem



THDelft

## Solving the mathematical problem

We solve the system

$$
\left\{\left(\begin{array}{cc}
\mathbf{K}_{\mathrm{s}} & \mathbf{0} \\
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& \diamond \mathcal{G}_{0}=\mathcal{K}_{n}\left(\mathbf{A}, \mathbf{r}_{0}\right)=\mathbb{C}^{n}, \\
& \diamond \mathcal{G}_{j+1}=\left(\mathbf{I}-\omega_{j+1} \mathbf{A}\right)\left(\mathcal{G}_{j} \cap \mathcal{S}\right) .
\end{aligned}
$$

Properties of the Sonneveld spaces $\mathcal{G}_{j}$ are:
$\diamond \mathcal{G}_{j+1} \subset \mathcal{G}_{j}$ and even $\operatorname{dim}\left(\mathcal{G}_{j+1}\right)=\operatorname{dim}\left(\mathcal{G}_{j}\right)-s$,
$\diamond \mathcal{G}_{k}=\{\mathbf{0}\}$ for a $k \ll n$.
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The system matrix equals $\mathbf{A}(f)=\mathbf{K}+i f \mathbf{C}-f^{2} \mathbf{M}$,
and we consider the preconditioners
$\diamond \mathbf{P}^{i}\left(f_{0}\right)=\mathbf{K}+i f_{0} \mathbf{C}+i f_{0}^{2} \mathbf{M}$ (imaginary shift),
$\diamond \mathbf{P}^{r}\left(f_{0}\right)=\mathbf{K}+i f_{0} \mathbf{C}-f_{0}^{2} \mathbf{M}$ (real shift),
$\diamond \mathbf{P}^{m}\left(f_{0}\right)=\operatorname{Re}(\mathbf{K})-f_{0}^{2} \mathbf{M}$ (modified real shift).
We use LU decomposition of the preconditioner, such that $\mathbf{Q}_{1} \mathbf{P}^{*}\left(f_{0}\right) \mathbf{Q}_{2}=\mathbf{L} \mathbf{U}$.
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## Reducing the computation time

Updating the preconditioner


|  | $\mathbf{P}^{r}(50)$ | $\mathbf{P}^{r}\left(f_{0}\right)$ | $\mathbf{P}^{m}(50)$ | $\mathbf{P}^{m}\left(f_{0}\right)$ |
| :--- | :--- | :--- | :--- | :--- |
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## Reducing the computation time

Updating the preconditioner


|  | $\mathbf{P}^{r}(50)$ | $\mathbf{P}^{r}\left(f_{0}\right)$ | $\mathbf{P}^{m}(50)$ | $\mathbf{P}^{m}\left(f_{0}\right)$ |
| :--- | :--- | :--- | :--- | :--- |
| \# iterations | 8062 | 2857 | 9946 | 5816 |
| time $(s)$ | 13845 | 5978 | 6399 | 3686 |
| improvement | - | $56.8 \%$ | - | $42.4 \%$ |
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$$

## Reducing the computation time
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The residuals of a Krylov subspace method satisfy $\mathbf{r}_{i}=R_{i}(\mathbf{A}) \mathbf{r}_{0}$.
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## Reducing the computation time

Using spectral information


Choice for $\omega_{j}$ :
$\diamond$ minimise $\left\|\mathbf{r}_{i}\right\|$ w.r.t. $\omega_{j}$
$\diamond$ Chebyshev nodes for $f=19 \mathrm{~Hz}$
$\diamond$ as blue, but $\omega_{j}=\left(\mathbf{v}_{i} \cdot \mathbf{v}_{i}\right) /\left(\mathbf{v}_{i} \cdot \mathbf{A} \mathbf{v}_{i}\right) \in$ FOV for $f=19 \mathrm{~Hz}$
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# Reducing the computation time <br> Using spectral information 

Some observations:
$\diamond$ There is an increase in the number of iterations with the new approach.
$\diamond$ The choice of $\omega_{j}$ impacts the Ritz values.

## Conclusions

$\diamond$ Using the solution vectors for $\mathbf{x}_{0}$ or $\mathcal{U}_{0}$ leads to a significant reduction in iterations.

## $\diamond$ Updating the right preconditioners leads to serious reduction.
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$\diamond$ Using the solution vectors for $\mathbf{x}_{0}$ or $\mathcal{U}_{0}$ leads to a significant reduction in iterations.
$\diamond$ Updating the right preconditioners leads to serious reduction.
$\diamond$ Using spectral information does not lead to better results.
best results are obtained with
a preconditioner $\mathbf{P}^{m}\left(f_{0}\right)$ with updating strategy for $f_{0}$
$\bullet \operatorname{IDR}(s)$ and $s=8$
extrapolation of solution vectors for $\mathrm{x}_{0}$.
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## Conclusions

$\diamond$ Using the solution vectors for $\mathbf{x}_{0}$ or $\mathcal{U}_{0}$ leads to a significant reduction in iterations.
$\diamond$ Updating the right preconditioners leads to serious reduction.
$\diamond$ Using spectral information does not lead to better results.

The best results are obtained with
$\diamond$ a preconditioner $\mathbf{P}^{m}\left(f_{0}\right)$ with updating strategy for $f_{0}$,
$\diamond \operatorname{IDR}(s)$ and $s=8$,
$\diamond$ extrapolation of solution vectors for $\mathbf{x}_{0}$.
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## Future research

$\diamond$ Analyses on Ritz values with IDR(s): dependency of Ritz values on $\omega_{j}$, convergence of Ritz values.
$\diamond$ Consider other residual polynomials: base choices for $\omega_{j}$ on Leja points or Ritz values itself.
$\diamond$ Use Fortran and parallisation.

## Questions

