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Abstract

W.A. Mulder of Shell International Exploration and Production used multigrid
to solve the time-harmonic Maxwell equations. These equations result from 3D
electromagnetic di�usion which is used in the exploration and investigation of
possible oil/gas reservoirs in the sea surface. The Maxwell equations and Ohm's
law were discretized on tensor-product Cartesian grids with the �nite integration
technique.
For small scale test problems the multigrid solver with a Symmetric cell-block

Gauss-Seidel smoother showed no performance leak. But as the number of cells
in each direction increased and grid stretching was applied, the discretization of
the Maxwell equations became anisotropic in all three directions. The number of
iterations increased dramatically and multigrid convergence rates deteriorated.
Two well-known remedies for solving anisotropy were introduced, semicoars-

ening and line smoothing resulting in two new alternative multigrid solvers.
Three test problems were evaluated and the multigrid schemes were used both
as a stand-alone solver and as a preconditioner for bicgstab2.
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Preface

This thesis is broken up into four di�erent parts.

� The �rst part, Introduction, will give a detailed description of the basics of
electromagnetic di�usion, the governing Maxwell equations, the discretiza-
tion of these equations, the multigrid solver and a �rst test problem.

� The second part, Multigrid. In this part the di�culties encountered by the
multigrid solver of the �rst part are highlighted. Anisotropy due to grid
stretching and the possible remedies semicoarsening and line smoothing
are introduced. Also a Local Mode Analysis is carried out to get better
insight in the smoothing abilities of the line smoother.

� The third part, Improving solver, is dedicated to the adaptation of the
multigrid solver introduced in the �rst part. All the di�erent multigrid
components are treated separately and in detail. At the end of the third
part, three test problems are evaluated comparing the old and new multi-
grid solvers.

� The fourth part, Conclusion. In this part results and research are summa-
rized and a short list is given with starting points for further investigation
in order to improve the multigrid schemes.
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1 Introduction

1.1 Application EM di�usion

1.1.1 Introduction EM methods

Electromagnetic methods (EM) have played a minor role in hydrocarbon explo-
ration (oil/gas) while highly e�ective in mineral and environmental geophysics
[18]. Because EM methods use signals that di�use in the ground, they cannot
provide the same vertical resolution as modern seismic exploration. Due to im-
provements in magnetotelluric (MT) data collection, application of MT used in
settings where other exploration methods fail and MT being a complementary
information source to seismic exploration, EM methods become more widely
used in hydrocarbon exploration.
Just as in seismic exploration, EM methods can contribute to e�ective hy-

drocarbon exploration in two distinct ways:

1. Imaging structures that could host potential reservoirs and/or source rocks

2. Providing evidence for direct indication of the presence of hydrocarbons
(e.g. the Troll �eld, Amundsen, Johansen & R�sten (2004): A Sea Bed
Logging (SBL) calibration survey over the Troll gas �eld)

Table 1 summarizes the most common EM methods used in oil and gas
exploration.

Method Source Signal type Measured �elds Depth of Land

(freq or (electric investigation in a or Marine

time domain) or magnetic) sedimentary basin

MT Natural Frequency E and H 1 - 10 km Both

AMT (audio MT) Natural Frequency E and H 100 - 1000 m Land

CSAMT Grounded Frequency E and H 100 - 2000 m Both

(controlled source Dipole

audio MT)

Table 1: EM methods used in oil and gas exploration

Next a review of an arbitrary EM method is presented which can be used in
seabottom exploration.

1.1.2 Basics EM di�usion

Consider the following situation. Suppose there is an indication of a reservoir
containing an unknown liquid or gas in the sea bottom, as shown in �gure 1.
As in �gure 1 a large number of receivers is placed at that bottom of the

sea. Next, a ship with a large cable, which acts as an EM source, sails above
the receivers.
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Figure 1: Schematic representation of EM method for marine applications.

The EM waves coming from the source, with frequencies in the 103 � 10�4
Hz band, travel through the water and di�use into the earth and attenuate
rapidly with depth. The penetration depth is called the skin depth. The surface
measurement of electric and magnetic �elds at the receivers gives the average
resistivity from the surface to a depth equivalent of the skin depth. The skin
depth increases as frequency decreases, and therefore a resistivity pro�le of the
seabottom can be achieved by recording a range of frequencies. However, the
seawater in deep oceans, a major conductor, screens out high frequency signals
(above 10�2 Hz) needed to image structure in the upper few kilometers of the
seabottom. But with modern recording equipment in low noise environments,
higher frequency signals can be detected in moderate water depths.

1.2 Maxwell equations

Changes in the electromagnetic �eld described in the previous section are gov-
erned by the Maxwell equations. Later on it will become clear that these equa-
tions are the basis for the EM di�usion method.
The Maxwell equations (ME) are the set of four fundamental equations gov-

erning electromagnetism, i.e. the behavior of electric and magnetic �elds. For
time-varying �elds, the di�erential form of these equations is [23],

r�E+ @tB = 0; (Faraday's law)
r�H� @tD = J; (Maxwell-Amp�ere law)
r �D = �e;
r �B = 0:

(1)

The quantities above are functions of space x and time t. The vector �elds
are E (the electric �eld), H (the magnetic �eld), D (the electric displacement)
and B (the magnetic induction). The scalars are J (the electric current density)
and �e (the electric charge density).
The equations from (1) form an underdetermined system [4]. A determinate

system requires further assumptions. Hence, impose constitutive relations be-
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tween the �eld quantities in order to make the system (1) de�nite. These take
the form,

D = �E;

B = �H;

J = �E+ Js:

Here � is the electric permittivity, � is the magnetic permeability and � is
the conductivity of the media in which the electromagnetic �eld exists. Notice
that �E is in fact Ohms law and Js is the current density due to an externally
applied electric source (e.g., the cable under the ship (1.1.2)).
In vacuum, � and � are isotropic and homogeneous. The corresponding

permittivity of the vacuum is constant and denoted �0 while the permeability
of the vacuum is also constant and denoted �0: Vacuum is nonconductive so
� = 0. However, for more realistic problems, like geophysical data inversion,
the material properties are usually not homogeneous and have discontinuities
across the material boundaries (e.g., air and sea, sea and seabottom).
Choosing E and H as the unknown �elds, Maxwell equations now become,

r�E+ �@tH = 0;
r�H� �E� �@tE = Js;
r � (�E) = �e;
r � (�H) = 0:

(2)

In this particular case, � and � are assumed to be constant and can be
written as: � = �r�0 and � = �r�0. Where, �r is the relative permittivity and �0
the vacuum value. Similarly, �r is the relative permeability and �0 the vacuum
value.
The magnetic �eld can be eliminated from (2),

r�E+ �@tH = 0 () ���1r�E =@tH
r�H� �E� �@tE = Js () r� @tH� �@tE� �@ttE = @tJs

+
r� ��1r�E+ �@tE+ �@ttE = �@tJs

As described in (1.1.2) most electromagnetic �eld computations are in the
frequency domain. Also to avoid the use of an implicit time-stepping scheme, a
transformation from the time to the frequency domain is introduced. Consider
the following Fourier transformation [23]:

E(x; t) =
1

2�

Z 1

�1
Ê (x; !) e�i!td!

Suppose Fx;t (f(x; t)) (!) is the Fourier transform of f(x; t) then for the nth

derivative this yields:
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Fx;t
h
f (n) (x; t)

i
(!) = (i!)nFx;t [f (x; t)] (!)

Therefore the following equation is obtained

i!�0~�Ê�r� ��1r r� Ê = �i!�0Js; (3)

where ~�(x) = � � i!� is the complex conductivity. Usually, j!�j � �. From
now, Ê will be written as E for convenience. On the boundaries of all domains
introduced in the following sections, perfectly electrically conducting (PEC)
boundary conditions will be used.

n�E = 0 and n �H =0

Here, n is the outward normal on the boundary of the domain.

1.3 Discretization Maxwell equations

Equation (3) can be discretized by the �nite integration technique (FIT) [5].
This scheme can be viewed as a �nite-volume generalization of Yee's scheme
[24] for tensor-product Cartesian grids with variable grid spacings.
Introduce a tensor-product grid with nodes at positions (xk; yl; zm) for k =

0:::Nx; l = 0:::Ny and m = 0:::Nz. Note that Nx, Ny and Nz are odd, integers
and can be described as: Ni = 2

mi + 1: The grid contains Nx �Ny �Nz cells
with these nodes as vertices. The cell centres are located at:

xk+ 1
2

=
1

2
(xk + xk+1)

yl+ 1
2

=
1

2
(yl + yl+1)

zm+ 1
2

=
1

2
(zm + zm+1)

Analogous to Yee's scheme, the electric �eld components are positioned at
the edges of the cells and the magnetic �eld components are located at the
middle of the faces of the cell (see �gure 2).
Now, the component of the electric �eld E1;k+ 1

2 ;l;m
represents the average

of E1(x; yl; zm) over the edge from xk to xk+1 at given yl and zl. This can be
written as:

E1(xk+ 1
2
; yl) =

1

xk+1 � xk

Z xk+1

xk

E1(x; yl; zm)dx

Other components of the electric �eld are de�ned in a similar way. The
material properties, ~� and ��1r are assumed to be given as cell-averaged values.
Next, each part of equation (3) will be discretized. First, dual volumes

related to the edges are introduced. For a given edge, the dual volume is the
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Figure 2: The �gure in the left pane shows a grid cell with grid nodes and edge-
averaged components of the electric �eld. The �gure in the right pane shows the
face-averaged magnetic �eld components that are obtained by taking the curl of the
electric �eld

sum of the quarters of the total volume of the four neighboring cells (see �gure
3).

Figure 3: The �rst electric �eld component E1;k;l;m is located at the intersection of
the four cells shown in the left �gure. Four faces of its dual volume are sketched in
the right �gure. The �rst component of the curl of the magnetic �eld should coincide
with the edge on which E1 lives. In the left �gure, the four vectors that contribute to
this curl are shown. They are de�ned as normals to the four faces at the top. Before
computing their curl, these vectors are projected onto the faces of the dual volume
shown at the right �gure, where they now become tangential vectors. The curl is
evaluated by taking the path integral of the dual volume that is obtained for constant
x and by averaging over the interval [xk; xk+1].

The volume of a normal cell is de�ned by,

Vk+ 1
2 ;l+

1
2 ;m+

1
2
= hxk+ 1

2
hy
l+ 1

2

hzm+ 1
2
;

with,

hxk+ 1
2

= xk+1 � xk;
hy
l+ 1

2

= yl+1 � yl;
hzm+ 1

2
= zm+1 � zm:
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The dual volume of the edge on which E1;k+ 1
2 ;l;m

lives, is given by,

Vk+ 1
2 ;l;m

=
1

4
hxk+ 1

2

1X
m2=0

1X
m3=0

hy
l� 1

2+m2
hzm� 1

2+m3
;

where,

dxk = xk+ 1
2
� xk� 1

2
;

dyl = yl+ 1
2
� yl� 1

2
;

dzm = zm+ 1
2
� zm� 1

2
:

Therefore,

Vk+ 1
2 ;l;m

= hxk+ 1
2
dyl d

z
m;

Vk;l+ 1
2 ;m

= hy
l+ 1

2

dxkd
z
m;

Vk;l;m+ 1
2

= hzm+ 1
2
dxkd

y
l :

Note that dxk, d
y
l and d

z
m are not de�ned at the boundaries yet. There are

two options. First, take dx0 = hx1
2

at k = 0 and dxNX
= hx

NX� 1
2

at k = Nx, repeat

for other directions. Or secondly, use Monk & S�uli [10] , dx0 =
1
2h

x
1
2

at k = 0

and dxNX
= 1

2h
x
NX� 1

2

at k = Nx.

The discretization of (3):

1. i!�0~�E

The discrete form of this term multiplied by the corresponding dual volume
(FIT) becomes Sk+ 1

2 ;l;m
E1;k+ 1

2 ;l;m
, Sk;l+ 1

2 ;m
E2;k;+ 1

2 l;m
, Sk;l;m+ 1

2
E3;k;l;m+ 1

2

for the �rst, second and third component respectively. Here S = i!�0~�V
is de�ned in terms of cell-averages.

e.g. The coe�cient for E1;k+ 1
2 ;l;m

becomes:

Sk+ 1
2 ;l;m

=
1

4
(Sk+ 1

2 ;l�
1
2 ;m�

1
2
+ Sk+ 1

2 ;l+
1
2 ;m�

1
2

(4)

+Sk+ 1
2 ;l�

1
2 ;m+

1
2
+ Sk+ 1

2 ;l+
1
2 ;m+

1
2
)

2. r� ��1r r�E
The discretization of this term is not straightforward. First, the curl of the
electric �eld components is discretized and placed at the middle of the faces
of the grid cells. When divided by i!�, these are in fact the components
of the magnetic �eld that are normal to the face of the cell. Next, the curl
of the discretized components is again discretized in a similar way.
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(a) v =r�E
The curl of E can be discretized with Stokes's theorem (Adams,
2000): I

C

E � dr =
Z
V

(r�E) � ndV

Now consider the grid cell in �gure 4. First, apply Stokes's Theorem
to components E1 and E3 lying at the edge of the surface [xk; xk+1]�
[zm; zm+1]. In detail:

E1,k+½,l,m

E3,k+1,l,m+ ½

E1,k+½,l,m+1

E3,k,l,m+½

Figure 4: Stokes's theorem applied to the electric �eld components lying at the face of
a grid cell. The outward normal of the cell represents the magnetic �eld component.

In continuous form with n the outward normal of the grid cell:I
C

E � dr =
I
C

E1(x; y; z)dx+ E2(x; y; z)dy =

Z
V

(r�E) � ndV:

In discrete form,�
E3(xk; y l; zm+ 1

2
)hzm+ 1

2
+ E1(xk+ 1

2
; y l; zm+1)h

x
k+ 1

2

�
�
�
E3(xk+1; y l; zm+ 1

2
)hzm+ 1

2
+ E1(xk+ 1

2
; y l; zm)h

x
k+ 1

2

�
= V � (r�E)

�
0 1 0

�T
= V � v2(xk+ 1

2
; yl; zm+ 1

2
)

= hzm+ 1
2
hxk+ 1

2
� v2(xk+ 1

2
; yl; zm+ 1

2
):

Note that the path integral follows the direction of the curl op-
erator and therefore two electric �eld components (E1;k+ 1

2 ;l;m
and

E3;k+1;l;m+ 1
2
) point in the opposite direction.
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Simpli�cation yields,

v2;k+ 1
2 ;l;m+

1
2

=
1

hx
k+ 1

2

�
E3(xk; y l; zm+ 1

2
)� E3(xk+1; y l; zm+ 1

2
)
�

� 1

hz
m+ 1

2

�
E1(xk+ 1

2
; y l; zm+1)� E1(xk+ 1

2
; y l; zm+1)

�
:

Repeat this procedure to obtain the two remaining discretized curl
components v1 and v2:

v1;k;l+ 1
2 ;m+

1
2

=
1

hy
l+ 1

2

�
E3(xk; y l+1; zm+ 1

2
)� E3(xk; y l; zm+ 1

2
)
�

� 1

hz
m+ 1

2

�
E1(xk; y l+ 1

2
; zm+1)� E1(xk; y l+ 1

2
; zm)

�

v3;k+ 1
2 ;l;m+

1
2

=
1

hx
k+ 1

2

�
E2(xk+1; y l+ 1

2
; zm)� E2(xk; y l+ 1

2
; zm)

�
� 1

hy
l+ 1

2

�
E1(xk+ 1

2
; y l+1; zm)� E1(xk+ 1

2
; y l; zm)

�
(b) ��1r r�E

The scaling by ��1r at the face requires another averaging proce-
dure because the material properties are assumed to be given as cell-
averaged values, ZZZ

V

��1r dV = V ��1r :

Hence, de�ne M = V ��1r :

Mk+ 1
2 ;l+

1
2 ;m+

1
2
= hxk+ 1

2
hy
l+ 1

2

hzm+ 1
2
��1
r;k+ 1

2 ;l+
1
2 ;m+

1
2

(5)

for a given cell (k + 1
2 ; l +

1
2 ;m + 1

2 ). So, an averaging step in the
z-direction provides:

Mk+ 1
2 ;l+

1
2 ;m

=
1

2

�
Mk+ 1

2 ;l+
1
2 ;m�

1
2
+Mk+ 1

2 ;l+
1
2 ;m+

1
2

�

at the face (k + 1
2 ; l +

1
2 ;m) between the cells (k +

1
2 ; l +

1
2 ;m + 1

2 )
and (k + 1

2 ; l +
1
2 ;m� 1

2 ).
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In the previous step the curl of E has been discretized. Now multiply
with the discrete factor ��1r V :

u1;k;l+ 1
2 ;m+

1
2

= Mk;l+ 1
2 ;m+

1
2
v1;k;l+ 1

2 ;m+
1
2
;

u2;k+ 1
2 ;l;m+

1
2

= Mk+ 1
2 ;l;m+

1
2
v2;k+ 1

2 ;l;m+
1
2
;

u3;k+ 1
2 ;l;m+

1
2

= Mk+ 1
2 ;l;m+

1
2
v3;k+ 1

2 ;l;m+
1
2
:

(c) r� ��1r r�E
Finally, r� u needs to be discretized. Note that the components of
u are related to the magnetic �eld components by,

u1;k;l+ 1
2 ;m+

1
2

= i!�0Vk;l+ 1
2 ;m+

1
2
H1;k;l+ 1

2 ;m+
1
2
;

u2;k+ 1
2 ;l;m+

1
2

= i!�0Vk+ 1
2 ;l;m+

1
2
H2;k+ 1

2 ;l;m+
1
2
;

u3;k+ 1
2 ;l;m+

1
2

= i!�0Vk+ 1
2 ;l;m+

1
2
H3;k+ 1

2 ;l;m+
1
2
:

where,

Vk;l+ 1
2 ;m+

1
2

= dxkh
y

l+ 1
2

hzm+ 1
2
; (6)

Vk+ 1
2 ;l;m+

1
2

= hxk+ 1
2
dyl h

z
m+ 1

2
;

Vk+ 1
2 ;l;m+

1
2

= hxk+ 1
2
hy
l+ 1

2

dzm:

The components of u lie on the edges of the dual volumes as intro-
duced earlier as shown in �gures 5 and 6.

Figure 5: Placement of dual volumes in 3D.

The �rst component of the curl, w1, is evaluated by applying Stokes's
Theorem again: I

C

E � dr =
Z
V

(r�E) � ndV

With C a rectangle of the dual volume that is obtained for constant
x and V the dual volume.
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Figure 6: Placement of dual volumes as seen from the side.

2. i!�0Js

(a) The discretization of the source term is straightforward,

s1;k+ 1
2 ;l;m

= i!�0Vk+ 1
2 ;l;m

J1;k+ 1
2 ;l;m

;

s2;k;l;m+ 1
2

= i!�0Vk;l+ 1
2 ;m

J2;k;l;m+ 1
2
;

s3;k;l;m+ 1
2

= i!�0Vk;l;m+ 1
2
J3;k;l;m+ 1

2 :

Let the residual for an arbitrary electric �eld that is not necessarily a solution
to the problem, be de�ned as

r = V
�
i!�0~�Ê�r� ��1r r� Ê+ i!�0Js

�
: (7)

In discrete form:

r1;k+ 1
2 ;l;m
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2 ;l;m
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2 ;l;m

(8)
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i
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where,

exk� 1
2

=
1

hx
k� 1

2

; (9)

ey
l� 1

2

=
1

hy
l� 1

2

;

ezm� 1
2

=
1

hz
m� 1

2

:

It may appear that the weighting of the di�erences is in contradiction with
Stokes's theorem as stated above in step 2c. However, the di�erences have been
multiplied by the local dual volume.
The discretization has been completed. The next step is to �nd the solution

E of r = 0 for a given domain, material parameters, source term and boundary
conditions.

18



2 Multigrid

In this section a brief summary of the basic principles of multigrid is given. At
the end of this section a description of the di�erent multigrid components used
by Mulder [12] can be found.

2.1 Basics Multigrid (two-grid)

Consider the following discretization of an arbitrary equation on a grid with
spatial mesh size h; 
h:

Lheh = sh (10)

If the solution of this equation is approximated by emh , the error and residual
are as follows:

�emh : = eh � emh
rmh : = sh � Lhemh

This results in the defect equation which is equivalent with the original
equation because eh = �emh + e

m
h :

Lh�e
m
h = r

m
h

If a basic iterative method, like Jacobi or Gauss-Seidel, is used to solve the
equation and the error is computed, then it appears that the error becomes
smooth after several iteration steps. In that case, the iteration formula can be
interpreted as an error averaging process. This error-smoothing is one of the two
basic principles of the multigrid approach. The other principle is based on the
fact that a quantity that is smooth on a certain grid can also be approximated on
a coarser grid. So if the error of the approximation of the solution has become
smooth after several relaxation sweeps, then this error can be approximated
with a suitable procedure on a coarser grid.
Suppose that the matrix Ah can be approximated by a more easy to invert

matrix L̂h then:

L̂h�ê
m
h = r

m
h �! em+1h = emh + �ê

m
h

The idea of multigrid is to approximately solve the defect equation on a
coarser grid with spatial mesh size, e.g. H := 2h. Obviously, this will take less
time and work than a conventional direct method on a grid with spatial mesh
size h.

LH�ê
m
H = r

m
H (11)
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Assume that L�1H exists. As rmH and �êmH are grid functions on the coarser
grid, introduce two (linear) transfer operators:

IHh : G(
h) �! G(
H); IhH : G(
H) �! G(
h)
These functions are necessary to restrict and prolongate the residuals and

approximations of the error to di�erent coarser and �ner grids. This yields,

rmH : = IHh r
m
h ; restrict r

m
h to 
H

�êmh : = IhH�ê
m
H ; prolongate �ê

m
H to 
h

One choice for IHh can be the injection operator. For instance, the residual
on a �ne grid 
h will be mapped directly to the coarser grid 
H . No weighting
has been applied. Other operators are based on (full) weighting (IHh ) and linear
or bilinear interpolation for IhH . In section (2.2) these operators will be described
in detail.
Unfortunately coarse grid correction alone is not enough. In general, the

interpolation of coarse grid corrections reintroduces high frequency error com-
ponents on the �ne grid [17]. One natural approach to reduce them is to intro-
duce one or a few additional smoothing sweeps before and after the coarse grid
correction. These sweeps are known as pre- and post-smoothing.

2.1.1 Multigrid cycle

The multigrid idea starts from the observation that in a well converged two-grid
method (section 2.1) it is neither useful nor necessary to solve the coarse grid
defect equation (11) exactly. Instead, without loss of convergence speed, one
may replace �êmH by a suitable approximation. A natural way to obtain such an
approximation is to apply the two-grid idea to (11) again, now employing an
ever coarser grid than 
H .
This is possible, as obviously the coarse grid equation (11) is of the same

form as the original equation (10). If the convergence factor of the two-grid
method is small enough, it is su�cient to perform only a few, say , two-grid
iteration steps to obtain a good enough approximation to the solution of (11).
This idea can, in a straightforward manner, be applied recursively, using coarser
and coarser grids, down to some coarsest grid. On this coarsest grid any solution
method may be used (e.g. a direct method or some relaxation-type method if
it has su�ciently good convergence properties on that coarsest grid). In ideal
cases, the coarsest grid consists of just one grid point.
For a formal description of multigrid methods use a sequence of coarser and

coarser grids 
hk , characterized by a sequence of mesh sizes hk:


hl ;
hl�1 ; :::;
h0

The coarsest grid is characterized by the mesh size h0 whereas the index l
corresponds to the �nest grid 
h : h = hl. For simplicity, replace the index hk
by k in the following. For each 
k, assume that linear operators
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Lk : G(
k)! G(
k); Sk : G(
k)! G(
k); (12)

Ik�1k : G(
k)! G(
k�1); Ikk�1 : G(
k�1)! G(
k)

are given, where the Lk are discretizations of L on 
k for k = l; :::; 0, and
where the original equation (10) reads

Llel = sl (
l) (13)

and is the discrete problem to solve. The operators Sk denote the linear it-
eration operator corresponding to given smoothing methods on 
k. Performing
� smoothing steps (applied to any discrete problem of the form Lkek = sk with
initial approximation emk ) resulting in the approximation �e

m
k will denoted by

�emk = SMOOTH
� (emk ; Lk; sk)

Now introduce multigrid cycle, more precisely an (l+ 1)-grid cycle, to solve
(13) for a �xed l � 1. Using the operators Lk (k = l; l � 1; :::; 0) as well as
Sk; I

k�1
k ; Ikk�1 (k = l; l � 1; :::; 1), assuming parameters v1; v2 (the number of

pre- and postsmoothing iterations) and  to be �xed and starting on the �nest
grid k = l, the calculation of a new iterate em+1k from given approximation emk
to the solution ek proceed as follows:

Multigrid cycle em+1k = MGCYC(k; ; emk ; Lk; sk; v1; v2)
(1) Presmoothing
- Compute �emk by applying v1(� 0) smoothing steps to emk

�emk = SMOOTH
�1 (emk ; Lk; sk)

(2) Coarse grid correction
- Compute the defect �rmk := sk � Lk�emk
- Restrict the defect �rmk�1 := Ik�1k �rmk
- Compute an approximate solution �emk�1 of the defect equation on 
k�1

Lk�1�e
m
k�1 = �r

m
k�1 (�)

by
If k = 1 use a direct or fast iterative solver for (�)
If k > 1 solve (�) approximately by performing (� 1) k-grid cycles
using the zero grid function as a �rst approximation

�emk�1 = MGCYC

�
k � 1; ; 0; Lk�1;�rmk�1; v1; v2

�
- Interpolate the correction �emk := Ikk�1�e

m
k�1

- Compute the corrected

approximation on 
k em;after CGCk = �emk + �e
m
k

(3) Postsmoothing

- Compute em+1k by applying v2(� 0) smoothing steps to em;after CGCk

em+1k = SMOOTH�2
�
em;after CGCk ; Lk; sk

�
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The di�erent number of two-grid iterations steps determine the structure of
a multigrid cycle. Possibilities are the V-cycle ( = 1), W-cycle ( = 2) or F-
cycle ( = k). The main di�erences between these approaches are the number
of pre- and post-smoothing steps and the di�erent number of coarser grids used.
However, through trial and error the F-cycle (see �gure 7) has proven itself a
relative low-cost and reliable multigrid cycle for this particular case (Maxwell
equations). Therefore, the other cycles are not taken into account throughout
the remainder of this thesis.

l=1 l=2 l=3

l=4

Figure 7: Structure of an F-Cycle (�, smoothing; �, exact solution; n, �ne-to-coarse;
/, coarse-to-�ne transer).

2.2 Multigrid Components Mulder

As described above, the following multigrid components have to be de�ned:

� Coarse grid speci�cation

� Smoother

� Restriction operator

� Prolongation operator

In [6] a multigrid method for a FIT discretization is presented. Mulder uses
this approach as a starting point and modi�es some components of the multigrid
solver.

2.2.1 Coarse grid speci�cation

The FIT discretization uses a tensor-product Cartesian grid. The coarse-grid
cells are formed by combining 2 � 2 � 2 �ne-grid cells. This is a special case
of the method in [6] where arbitrary coarser-grids are used with nodes that are
not necessarily a subset of those on the �ne grid. Obviously, in this case the
coarse-grid nodes are a subset of the �ne-grid nodes. For example, consider the
highly simpli�ed 2-D situation shown in �gure 8.
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Figure 8: De�ning coarser grids.

The �ne grid with 4x4 cells maps to a coarser-grid with 2x2 cells. Four
neighboring �ne grid cells are put together in order to form one coarser-grid
cell. This example can easily be extended to three dimensions and a more
sophisticated (stretched) tensor-product Cartesian grid.

2.2.2 Smoother

The smoother has two vital tasks. First, it acts as a smoother. The high-
frequency error components on the �ne grids are smoothed down. Secondly,
locally it computes a new approximation for the solution eH of LHeH = sH ,
with H the coarsest spatial mesh size.
Multigrid methods are motivated by the fact that many iterative methods,

especially if they are applied to elliptic problems, have a smoothing e�ect on
the error between an exact solution and a numerical approximation. A smooth
discrete error can be well represented on a coarser grid, where its approximation
is much cheaper. The design of e�cient relaxation methods for the multigrid
solution of systems of partial di�erential equations often requires special at-
tention. Due to the system of partial di�erential equations resulting from the
discretization of the Maxwell equations a short discussion is given �rst about
how the smoother should smooth the error for all unknowns in the equations
(that are possibly of di�erent type) of the system. Next, the smoother used
here will be introduced and motivated.

Multigrid for systems of PDE's A good indication for the appropriate
choice of relaxation method for a system of equations can be derived from the
systems' determinant. If the main operators (or their principal parts) of the de-
terminant lie on the main diagonal, smoothing is a straightforward matter. In
that case, the di�erential operator that corresponds to the primary unknown in
each equation is the leading operator. Therefore, a simple equation-wise decou-
pled relaxation method can e�ciently be used. If, however, the main operators
in a system are not in the desired position, the choice of an e�cient smoother
needs care. A �rst obvious choice in the case of strong o�-diagonal operators in
the di�erential system is coupled or collective smoothing: All unknowns in the
system at a certain grid point are updated simultaneously.
Decoupled smoothing, however, is to be preferred for reasons of e�ciency

and simplicity. An elegant way to describe distributive relaxation is to introduce

23



a right preconditioner in the smoothing procedure [22]. This means that we
introduce new variables wh, where uh = Chwh, and consider the transformed
system LhChwh= fh, with Ch chosen in such a way that the resulting operator
LhCh is suited for decoupled (non-collective) relaxation.
Coupled and decoupled smoothing approaches have their advantages and

disadvantages. If a system of equations consists of elliptic and of other, nonel-
liptic, components, decoupled relaxation allows to choose di�erent relaxation
methods for the di�erent operators appearing. However, for general systems of
equations it may not be easy to �nd a suitable distributive relaxation scheme.
Furthermore, the proper treatment of boundary conditions in distributive re-
laxation may not be trivial, as typically the systems' operator is transformed
by the smoother but the boundary operator is sometimes not considered. In
this respect the use of coupled smoother is straightforward and often robust. A
signi�cant di�erence in cost between coupled and distributive relaxation, how-
ever, lies in the line-wise treatment of the unknowns, which may be necessary
in the case of stretched grids. The cost of a coupled line-wise relaxation step is
substantially higher than of a decoupled line-wise relaxation. The latter can be
set up as a tri- (or more) diagonal matrix, whereas in the coupled version all dif-
ferent unknowns at the line need to be updated simultaneously. For Maxwell's
equations the two variants mentioned above are basically proposed by Arnold,
Falk and Winther [3] (coupled relaxation) and Hiptmair [8] (decoupled smooth-
ing). The smoothers are constructed such that the null-spaces from the curl-curl
operator are handled adequately within smoothing.

De�nition cell-block smoother As smoother, the coupled relaxation of
Arnold, Falk and Winther [3] is used here. This smoother has the nice property
that it automatically imposes the divergence-free character of ~�E and does not
require an explicit divergence correction as in [8].
The method selects one node and solves for the six degrees of freedom on the

six edges attached to the node. The smoother is applied in a symmetric Gauss-
Seidel fashion, following the lexicographical ordering of the nodes (xk; yl; zm).
This implies that the index goes from (x1; y1; z1) to (xNx; y1; z1) and then from
(x1; y2; z1) to (xNx; y2; z1) etc. Due to the PEC boundary conditions the system
of equations of the nodes on the boundary do not have to be solved because the
solution of the electric �eld components is already known there.
After each node is done, the electric �eld components are updated with the

most recent solution. When the �rst smoothing step is �nished the next one is
carried out in opposite direction. So, the index starts with (xNx; yNy; zNz) and
follows its way in a lexicographical order back to (x1; y1; z1).
When this smoother is applied to equation (3), a 6� 6 system of equations

has to be solved locally. Suppose a node at position (xk; yl; zm) is selected as
shown in �gure 9.
This yields the following (local) system of equations

AEk;l;m = s�BEsur (14)
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Figure 9: The six point molecule. Each grid node is surrounded by six electric �eld
components at the middle of the cell edges.

Where, Ek;l;m is a vector containing the six electric �eld components lying
at the surrounding edges of the node. Matrix A contains all the coe�cients
belonging to six entries of the vector Ek;l;m. The vector s contains the six
corresponding source terms (see equation 3) and the vector resulting from the
matrix-vector multiplication BEsur; contains all information from surrounding
electric �eld components. The latter have to be taken into account because they
are needed to compute the curl operator of equation (3). Consider �gure 10.

Figure 10: All 24 unknowns needed for updating the residuals lying on the edges.

The red arrows represent the six unknown electric �eld components at the
edges and surrounding grid node (xk; yl; zm). The 24 blue arrows are the electric
�eld components corresponding to neighboring grid nodes which are needed to
compute the discretization of the curl operator at the same edges as the entries
of Ek;l;m. All matrices and vectors of (14) are described in detail and can be
found in appendix (A).
The question remains when this smoother should be applied. One full multi-

grid cycle contains two post-smoothing steps (�2 = 2, see multigridcycle in
section (2.1.1)) which is equivalent with one symmetric Gauss-Seidel iteration.
Furthermore, pre-smoothing has not been applied (�1 = 0) and other choices
have not been taken into consideration here.
There is one remark to be made. In the case that ~� = 0, which may occur
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if the electric �eld in air is modelled and �r is set to zero, the local 6x6 systems
become singular. This problem can be (arti�cially) avoided when solving the
small local systems by replacing ~� with a small positive number.

2.2.3 Restriction Operator

In this section the restriction operator will be described.
Suppose, to keep matters simple, that Nx = Ny = Nz = 2

m+1; with integer
m � 1. The coarse grid is de�ned as above (2.2.1).
The discrete operator on the coarser grids is chosen to be the same as the
one obtained by direct discretization. The cell-averaged material properties are
obtained from the �ner grids by summing the values of S andM of the �ne-grid
cells lying inside a coarser-grid cell. The coarsest grid has 2 � 2 � 2 grid cells.
Here, the smoother acts as a direct solver.
When usual coarsening is applied the situation occurs as drawn in �gure 11.

Figure 11: Schematic representation of the full weighting restriction operator based
on dual volumes.

Figure 11 shows the grid from one side, the x-direction is perpendicular to
the paper. The blue dots represent the �ne grid electric �eld components, E1,
lying at the edges of the grid cells. The red dot in the middle represents the
coarse grid electric �eld component E1. The thick red lines de�ne the edges of
the coarse-rid cells, whereas the black lines represent the edges of the �ne grid
cells.
The idea behind the restriction of the �ne grid components to coarse grid com-
ponents is that the calculation of the coarse grid electric �eld components is in
fact a weighted summation of surrounding �ne grid electric �eld components.
Each �ne grid electric �eld component is multiplied by a weighting factor where
upon the values of all 18 surrounding components are summed up to become
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the value of one coarse grid electric �eld component. The question remains how
to determine the weighting factors.
Keep in mind that in previous sections the dual volumes were introduced. These
volumes determine to what extent a �ne-grid electric �eld component should be
taken into account when restricting to a coarser grid. In the �gure above, the
yellow and blue striped rectangles represent the parts of the dual volumes of the
�ne grid electric �eld components which lie in the dual volume of the coarse-grid
electric �eld component. The weighting factor for each blue dot is the quotient
of how much of the dual volume lies in the coarse-grid dual volume and the
complete dual volume of this �ne-grid electric �eld component. One can see
and easily deduce that for the blue dots above this will be factors 18 ,

1
4 ,

1
2 and 1.

It should be noted that this restriction operator is second-order accurate
(exact for linear functions in a pointwise sense) on equidistant grids, but only
�rst-order accurate on stretched grids. Another, simpler choice can be made for
this restriction operator. However, numerical experiments on stretched grids
show that this choice leads to divergence in some cases.

2.2.4 Prolongation

After computing the exact or approximate solution of the discrete equations on
the coarse grids, the solutions need to be interpolated back to the �ne grid and
added to the �ne-grid solutions. A natural prolongation operator is the scaled
transpose of the restriction operator. This means that the same weights as
above are applied for the electric �eld components. This operator is identical to
constant interpolation in the coordinate direction of the component and bilinear
interpolation in the other coordinates.
In schematic form, 2D prolongation for the electric �eld components in x-

direction lying in the x; y-plane:

x

ye(x,y)

Figure 12: 2D prolongation

In the x; y-plane the red and blue arrows represent the electric �eld com-
ponents on the coarse and �ne grid respectively. Furthermore, the bold, black
lines represent the coarse grid and the gray lines represent the �ne grid. The
third direction drawn in �gure 12 is not the z-direction as de�ned in previous
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sections but is the function value of the update of the error of the electric �eld
components: x; y 7�! e(x; y).
Now suppose that on the coarse grid, the error of the electric �eld compo-

nents in x-direction is updated with a smoother. The values of these updates
are plotted as red dots above the red arrows. As mentioned above, in order to
prolongate these errors to the �ne grid, linear interpolation is used (see �gure
13).

Δe(x,y)

Δx

e(x,y)

x

xK  ½ xK + ½ xK+1xK –1 xk
xK

xk + ½xk  ½

Figure 13: Linear interpolation

The error update of the electric �eld component at the middle of the edge
of the coarse grid cell (xK�1; xK) lies above xK� 1

2
. Note that this coarse grid

point coincides with �ne grid point xk�1 as described in section (1.3). The
function of the error update �e(x; y) is linearized around xK� 1

2
,

�e(x; �) = �e(xK� 1
2
; �) + �e0(xK� 1

2
; �)(x� xK� 1

2
)

One can easily see that this function transforms to,

�e(x; y) = �e(xK� 1
2
; y) +

�e(xK+ 1
2
; y)� �e(xK� 1

2
; y)

xK+ 1
2
� xK� 1

2

(x� xK� 1
2
)

The error updates of the electric �elds on the �ne grid between xK� 1
2
and

xK+ 1
2
can now be calculated with this local linearization around xK� 1

2
. When

these updates are obtained the (blue) �ne grid components which do not coincide
with the coarse grid can be computed with the same procedure, linearizing the
error update around e.g. (xk� 1

2
; yl) and (xk� 1

2
; yl+1):

In practice, this can be done by a standard Matlab procedure called interpn
which can perform linear interpolations. The coarse grid, �ne grid and error
correction of the electric �eld components on the coarse grid are fed to the
Matlab function. The output of the function is the linear interpolation of the
coarse grid electric �eld components to the �ne grid.

2.3 Numerical experiments

In this section a short summary is given of the problems encountered in the
performance of the multigrid solver. First a test problem will be introduced.
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This problem is de�ned by Mulder and is a variant of a problem that can be
found in [4]. The multigrid solver has been tested with this case. Problems that
did arise from other test cases are listed at the end of this section.

2.3.1 Variable conductivity

This test problem is based on eigenfunctions and was �rst introduced in [4].
It has been modi�ed by Mulder in [12] to allow for the use of perfect con-

duction (PEC) boundary conditions. The domain is 
 = [0; 2�]
3
m3. De�ne

 = sin kx sin ly sinmz with k; l and m positive integers. Let the exact solution
be,

E1 = �1@x ; E2 = �2@y ; E3 = �3@z 

The domain 
 is split into two parts, 
1 with z < � and 
2 for z > �, so that

 is the union of their closure. The conductivity � = �0+�1 (x+ 1) (y + 2) (z � �)2
in 
1, and � = �0 in 
2. Set �r = 0; �r = 1 and ! = 106Hz. The other pa-
rameters are chosen as �1 = �2 = �2V; �3 = 1V; k = l = m = 1; �0 = 10S/m
and �1 = 1S/m. Note that  is based on sine functions, causing the tangen-
tial electric �eld components to vanish at the boundaries in agreement with
the PEC boundary conditions used here. The current source is de�ned by
Js = �~�Ê+r� (i!�)�1r�E: Using the exact solution this results in:

Js = �~�

0@ �1@x 
�2@y 
�3@z 

1A+
(i!�)

�1

0@ �
l2 (�1 � �2) +m2 (�1 � �3)

�
@x �

k2 (�2 � �1) +m2 (�2 � �3)
�
@y �

k2 (�3 � �1) + l2 (�3 � �2)
�
@z 

1A
In the next section a short description of grid-stretching is given. In the

last section of this section a list can be found of the several tests and problems
encountered by using the multigrid solver to solve this test problem.

Grid stretching The grid stretching used in [12] is called power law grid
stretching. For instance, assume there are Nx = Ny = Nz =2

m + 1 gridpoints
in each direction. One option can be an equidistant grid with spatial mesh size
h = 1

Nx
. However, suppose there is a small, compact area like a sphere were

many discontinuities occur in the parameters of the equation. Furthermore,
viewed from a particular distance from this area there are no problems with the
parameters anymore. On an equidistant grid the spatial mesh size is the same.
Because it would be very expensive to re�ne the whole grid, it may be useful
to have more �ne-grid cells only at the sphere and to keep the number of grid
points the same. This can be reached by means of grid stretching.
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The idea behind stretching is to make the cells around the object (origin)
small and let the spatial mesh size increase gradually for each cell that sits fur-
ther from this origin. The spatial mesh ratio between two arbitrary neighboring
cells is the same, 1 + �. Obviously, this is called power law stretching as the
spatial mesh size satis�es the following formula:

hi(j) = hi(0)(1 + �)
j

Where hi(j) is the spatial mesh size of cell j in direction i = x; y; z. And
hi(0) is the spatial mesh size of the �rst grid cell lying at the origin.
An example of a grid stretched from the source is presented in �gure 14.

Figure 14: Example of grid stretching. The source is represented by the yellow ellips
lying in the middle of the �gure.

2.3.2 Problems encountered in test cases

This section contains a list of problems encountered when solving with the
multigrid solver described in section (2.2).

1. Consider the test problem based on eigenvalues (2.3.1). Let �0 = 10 S/m
and �1 = 1 S/m which avoids zero values for the conductivity.

N hmax MG bi
16 0.39 7 6
32 0.20 8 7
64 0.098 8 7
128 0.049 8 6

Table 2: Number of iterations for the �rst test problem with �0=10 S/m and �1=1
S/m
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Table 2 lists the number of iterations and errors. The number of grid cells
in each direction is given by Nx = Ny = Nz = N . For each grid, the
number of iterations with pure multigrid (MG) and with multigrid as a
preconditioner for bicgstab2 (bi) are given. Note that bicgstab2 costs a
bit more per iteration because it requires an additional evaluation of the
residual. Also, each bicgstab2 step is counted as two iterations because
it involves two multigrid cycles. Because convergence checks are carried
out halfway and at the end of a full iteration step, the method may stop
after an odd number of iterations. The iterations were stopped when the
l2 norm (see appendix (F)) of the residual had dropped a factor 10

�8 from
its original value for a zero solution. The results in the table above show
grid independent convergence for the multigrid method. The number of
iterations of bicgstab2 is one less but not worth the extra cost in terms
of cpu-time.

2. Again, consider the test problem based on eigenvalues. Let �0 = 10 S/m
and �1 = 1 S/m and use power law grid stretching with a spatial mesh
size ratio (1 + �) between two neighboring cells. Let � = 0:04.

N hmax MG bi
16 0.45 8 6
32 0.26 11 8
64 0.17 12 14
128 0.13 81 32

Table 3: Number of iterations for the �rst test problem with �0=10 S/m, �1=1 S/m
and power-law grid stretching with � = 0:04

The grid independent convergence rates of multigrid are lost. However,
bicgstab2 is able to deal with the slow-converging components of the
solution and needs signi�cantly fewer iterations to converge.

In [12] several more test have been carried out. With di�erent values for �0
and �1, a minimum-norm solution is also constructed when a vacuum region
appears. As can be expected, grid stretching causes even more problems in that
case. For some parameter settings the multigrid method did not converge at all.
The iterations were stopped when the norm of the residual failed to decrease.
Even bicgstab2 did not converge in fewer than 100 iterations in that particular
situation.

Also more realistic test cases can be found in [12]. All cases show the same
convergence pattern. Without grid stretching the method usually converges, but
when the power law ratio � becomes signi�cant large (> 0:02), multigrid breaks
down or needs a very large number of iterations to converge. Stretching the
grid has an e�ect similar to the use of variable coe�cients, in this case ��1r (x),
inside the di�erence operators. When these coe�cients show large variations
or the grid is stretched the problem becomes anisotropic. Multigrid methods
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based on pointwise smoothing an standard grid coarsening may fail to converge
if there is strong anisotropy in the coe�cients of the governing equation. In that
case more sophisticated smoothers or coarsening strategies may be required. If
slow convergence is caused by just a few components of the solution, a Krylov
subspace method can be used to e�ectively remove them. In this particular
case the matrix A is non-symmetric and complex. Therefore bicgstab2 [19]
is a suitable alternative, multigrid will be accelerated by the Krylov method.
The multigrid can be seen as a preconditioner for bicgstab2 in this case. The
iterative scheme of bicgstab2 can be found in appendix (D).

2.4 Anisotropy

In section (2.3) it has been mentioned that grid stretching causes anisotropy
in the discretization of the Maxwell equations. Hence, the convergence rates
of the multigrid solver deteriorate for �ne grids. In this section a de�nition of
anisotropy is given and afterwards it is shown how grid stretching can cause this
e�ect.

2.4.1 De�nition

The Maxwell equations were stated in 3D. But to get a clear view of the def-
inition of anisotropy a 2D example for the Poisson equations is given �rst. In
section (2.4.3) the extension from 2D to 3D will be carried out and possible
cures for solving anisotropy will be introduced.
The discussion here is based on a 2D anisotropic elliptic model problem:

�"@xxe� @yye = s
(x; y);
�

 = (0; 1)

2
; e = e (x; y)

�
(15)

e = s�(x; y); (@
)

Here 0 < " << 1, the case were " >> 1 is not any di�erent, only the role of
the directions x and y interchanges.
When discretizing equation (15) with a standard 5-point di�erence operator

the following discrete problem is obtained:

Lh(")eh = s
h ; (
h)

eh = �s; (�h)

where 
h is a square grid with spatial mesh size h = hx = hy (similar as in
�gure 8) and �h is the set of gridpoints lying on the boundary of 
. In stencil
notation, the discrete operator Lh(") reads

Lh(") =
1

h2

24 �1
�" 2 (1 + ") �"

�1

35
h
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In this case, the discrete anisotropy is aligned with the grid. In 2D such prob-
lems are characterized by the coe�cients in front of the exx and eyy terms, which
may di�er by orders of magnitude. In the next section the role of anisotropy
introduced by discretization will be discussed, as it is the case with stretched
grids.
The problem with the discrete operator Lh(") is that if " goes to 0, the

h�ellipticity measure [17] of the anisotropic operator tends to 0. In that case the
smoothing properties of a standard pointwise smoothing scheme will deteriorate
for " ! 0. Suppose that a standard pointwise relaxation such as Gauss-Seidel
in lexicographical order (GS-LEX) is applied to the system above. Then it will
appear that the smoothing e�ect of the error is poor with respect to the x-
direction. Pointwise relaxation has a smoothing e�ect only with respect to the
"strong coupling " in the operator, i.e. the y-direction. If the error is plotted
after several iteration steps, the error will be smooth in y-direction and irregular
in the x-direction.
For example, consider GS-LEX, then the error relation becomes:

�em+1h (xk; yl) =
1

2 ("+ 1)
["�em+1h (xk�1; yl) + "�e

m
h (xk+1; yl)

+�em+1h (xk; yl�1) + �e
m
h (xk; yl+1)]

Now let "! 0,

�em+1h (xk; yl) =
1

2
[�em+1h (xk; yl�1) + �e

m
h (xk; yl+1)]

Obviously, there is no averaging e�ect with respect to the x-direction and
therefore no smoothing with respect to this direction is achieved. Such non
smooth errors can no longer by e�ciently reduced by means of a coarser grid
which is obtained by standard coarsening, i.e. by doubling the mesh size in both
directions.
This failure can also be explained and veri�ed by applying local mode anal-

ysis [17],[15] to the GS-LEX smoother for the problem. The multigrid conver-
gence factor will increase towards 1 for " ! 0 or " ! 1. In general, point-
wise relaxation and standard coarsening is not a feasible combination for highly
anisotropic problems.
The next section will list solutions for this complication.

2.4.2 Anisotropy on stretched grid

As mentioned above, when stretched grids are used, the discretization may
introduce anisotropies. Consider a standard 2D Poisson-like elliptic equation:

�@xxe� @yye = s
(x; y);
�

 = (0; 1)

2
; e = e (x; y)

�
(16)

e = s�(x; y); (@
)
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Figure 15: Example of stretched grid

Introduce the following stretched grid, presented in �gure 15
with for example, hx =

hyp
"
; 0 < " < 1 . The use of standard central di�er-

ences for the �nite di�erence discretization with hy = h leads to the following
stencils

@xxe ' "
e(xk�1; yl)� 2e(xk; yl) + e(xk+1; yl)

h2
+O(h2);

@yye ' e(xk; yl�1)� 2e(xk; yl) + e(xk; yl+1)
h2

+O(h2):

Obviously, the same discrete operator as for equation (15) is obtained.
With more complex variants of the stretched grid, e.g. the one used in the

test problem above (power law grid stretching), one will encounter long thin
mesh cells as well as wide cells. This indicates that discrete problems that have
varying anisotropies in the x- as well as in the y- direction will be encountered.

2.4.3 Anisotropy in 3D

In this section the extension will be made from 2D to 3D elliptic anisotropic
problems. The principal phenomena in the 3D anisotropic case are similar
to those in 2D. However, with respect to optimal algorithms, the situation is
somewhat more involved than in 2D. The possibilities for choosing di�erent
multigrid components will be introduced in the next section.
The discussion here is based on the 3D anisotropic elliptic model problem

�aexx � beyy � cezz = s
(x; y; z)
�

 = (0; 1)

3
�

(17)

e = s� (x; y; z) (� = @
)

Assume that the operator is elliptic, that all coe�cients a; b and c have the
same sign and that (17) is discretized onGh := f(x; y; z) : x = ihx; y = jhy; z = khz; i; j; k 2 Zg
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by the well-known seven-point discretization. In 3D stencil notation, the dis-
crete operator is

1

h2

24240 0 0
0 �c 0
0 0 0

35
h

24 �b
�a 2 (a+ b+ c) �a

�b

35
h

240 0 0
0 �c 0
0 0 0

35
h

35
For constant coe�cients, four representative parameter sets can be distin-

guished (without loss of generality):

Case 1 : a � b � c (18)

Case 2 : a� b � c

Case 3 : a � b� c

Case 4 : a� b� c

For Case 1 of (18) standard coarsening combined with an Gauss-Seidel
red-black smoother results in an e�cient multigrid solver [17] as there is no
anisotropy in equations (17) as hx,hy and hz are of the same size.
In Cases 2,3 and 4 there is a strong coupling of unknowns in multiple direc-

tions. A general rule in the case of standard coarsening, is that smooth errors
in all coordinate directions are obtained if all strongly coupled unknowns are
relaxed collectively.
In Case 2 there is strong coupling of unknowns in only the x-direction.

Hence, relaxing all the unknowns of each single line in that direction simulta-
neously can be used safely and will result in excellent smoothing [17]. This is
line smoothing in x-direction and will be introduced section (2.5.2).
For Cases 3 and 4 the situation is more involved. In Case 3, all unknowns

lying in the same (x; y)-plane are strongly coupled. Hence, all these unknowns
should be solved collectively. This is plane relaxation and will be introduced in
section (2.5.3).
For Case 4 the situation is similar as in Case 3. Proper smoothing is guaran-

teed by (x; y)-plane relaxation. If this relaxation is performed by 2D multigrid,
one has to take into account that the corresponding discrete 2D problems are
now anisotropic themselves (in each plane). Thus all x-line smoothing should
be used within the 2D multigrid plane solver.
However, these solutions apply only to the 3D anisotropic elliptic model

problem. The Maxwell equations on stretched grids are more involved. In next
section (2.5) multigrid solutions for anisotropy are introduced.

2.5 Multigrid solutions for anisotropy

There are various solutions which can reduce the e�ects of anisotropy [17]. In
this section three types of solutions will be highlighted. First, cell-block smooth-
ing in combination with multiple semi-coarsening. Secondly, a combination of
line smoothing and semi-coarsening. Thirdly, standard and semicoarsening in
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combination with plane relaxation. In section (3.1.3) adapted multigrid schemes
based on the improvements introduced are given.
In case of the Maxwell equations cell-block smoothing means pointwise

smoothing for e.g. the Poisson equation in section (2.5).

2.5.1 Cell-block smoothing and semicoarsening

There is the option of using the cell-block smoothing in combination with semi-
coarsening strategies instead of line or plane relaxations and standard coarsen-
ing. First semicoarsening is introduced, next the semicoarsening strategies will
be highlighted.

De�nition semicoarsening Again, consider the example of the 2D elliptic
equation (16) with anisotropy due to grid stretching. The idea is to keep point-
wise relaxation for smoothing but to change the grid-coarsening according to
the one-dimensional smoothness of errors. This means that a coarser grid is
de�ned by doubling the mesh size only in that direction in which the errors are
smooth:

Figure 16: Semicoarsening strategies

In the case of regular coarsening, after one grid coarsening, the grid goes
from 4x4 cells to 2x2 cells. However, the cells remain stretched and this yields an
anisotropic discrete operator for equation (16). Now by applying x-semicoarsening,
after one grid coarsening, the grid of 4x4 cells coarsens to 4x2 grid cells. It is
easy to see that the grid cells are, in the particular case of �gure 16, squares.
Hence, Hx = Hy and the anisotropy at this coarser grid will not be present in
the coarse grid discretization of equation (16). Local mode analysis of the error
indicates that the quality of a smoother depends on the range of high frequencies
and thus on the choice of the coarse grid.
There are some practical complications with the use of semicoarsening. The

restriction and prolongation operators have to be modi�ed to appropriate trans-
fer quantities. It is obvious that the transfer operators use di�erent 1D electric
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�eld components to compute coarse-grid electric �eld components when the
structure of the grid changes.

Semicoarsening strategies Again, consider the four cases resulting from
the 3D anisotropic elliptic model introduced in section (2.4.3). For Case 2,
the strong coupling was in one direction and x-semicoarsening, i.e. coarsening
only in the x-direction, will result in an e�cient solver if combined with a
point smoother. Similarly, y-semicoarsening and z-semicoarsening will result
in satisfactory solution methods if the strong coupling is in only one of these
directions. For Case 3, with strong coupling in two directions, coarsening should
take place in two directions simultaneously.
For the Maxwell equations on stretched grids, it remains to be studied

which semicoarsening strategy improves the multigrid solver. Because as men-
tioned before, with power-law grid stretching applied to the discretization of the
Maxwell equations the strong coupling in the unknowns di�ers for each grid cell
and can be in multiple directions. Hence, alternating semicoarsening in multiple
directions can be a useful choice. For each multigrid F-cycle a di�erent coars-
ening strategy may be applied. First coarsening in x; y-direction and applying
the cell-block smoother, in the next F-cycle coarsening in y; z-direction and in
the third coarsening in x; z-direction should take place. When this sequence is
done, the pattern is repeated.

2.5.2 Line smoothing and semicoarsening

Another possible solution for solving 3D anisotropies in the discretization is the
use of a 2D multiple semicoarsening strategy and a line relaxation in the third
dimension. In order to obtain a robust solver for general anisotropies, this third
dimension should not be coarsened [17].

De�nition line smoother The line smoother updates all unknowns lying
one a line simultaneously. The line smoother in x-direction will update all the
unknowns lying on a line [x1; xNx] keeping yl and zm constant. For y (and in
3D z-line smoothing) the modi�cation is straightforward.
Gauss-Seidel-type line relaxations are particularly e�cient smoothers for

anisotropic problems if the anisotropy is aligned with the grid. This is due to
the general observation that errors become smooth in both directions if strongly
connected unknowns are updated collectively. With grid stretching only in x-
direction as in section (2.4.2) appears, obviously, there is a strong coupling
between the unknowns in x-direction.
In [17] LFA analysis is applied to a lexicographic line Gauss-Seidel smoother

con�rming excellent smoothing factors. Alternating line smoothers can deal
with problems with varying anisotropy within one problem as it happens in the
case of stretched grids. There are, of course, other line smoothers one can use,
e.g. !-Jacobi or zebra line Gauss-Seidel smoothing (line smoother x-direction,
�rst all even rows in y-direction and next the odd rows). However, as in [12] a
cell-block symmetric GS-LEX is preferred it is expected that a lexicographical
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Gauss-Seidel line smoother will give an improvement in the performance of the
multigrid solver with stretched grids.

2.5.3 Standard and semicoarsening with plane relaxation

Due to the grid stretching the discretization of the Maxwell equations became
anisotropic. However, as stretching is applied in three directions it is not
straightforward to see in which direction there is a strong coupling of unknowns
(see section (2.4.3)). Compared to the 3D anisotropic elliptic model problem
of section (2.4.3), the parameters a, b and c will be of di�erent value for each
cell in the grid. For problem (17) with (smoothly varying) variable coe�cients
a(x; y; z); b(x; y; z) and c(x; y; z) robust multigrid methods exist which have good
convergence properties [17] independent of the size of the parameters a; b and c.
One robust 3D method is based on the combination of standard coarsening and
alternating plane relaxation for smoothing. Each smoothing step consists of ap-
plying three plane relaxations (an (x; y)-,(y; z)- and an (x; z)-plane relaxation).
If 2D multigrid is used as the plane solver, alternating line relaxation within
each plane solver is required in order to guarantee good smoothing properties
for all choices of a,b and c.
In the case of the Maxwell equations there is no information about the

relative size of the coe�cients and hence about the direction of strong coupling
of the unknowns. A robust multigrid variant, based on semicoarsening, is to
coarsen only along one coordinate, say z; while employing plane relaxation for
x and y [17].
However, the costs of plane relaxation will be very high. The Maxwell equa-

tions are evaluated on grids up to 28 + 1 = 256 grid points in each direction.
Plane relaxation for a system of equations may result in large computation
times. An alternative approach for this robust variant is to "mimic" the e�ect
of plane relaxation by using line smoothers in two directions. The main idea is
to keep the number of grid points in one direction, say z, constant and apply
line smoothers in the x and y direction in which the coarsening takes place.
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3 Improving solver

In this section the multigrid solver will be adapted in order to improve its
performance on stretched grids. The modi�cations of the multigrid solver are
introduced step by step. First, the inclusion of semicoarsening will be discussed,
hence the restriction and prolongation transfer operators have to be adapted.
Secondly, the line smoother is discussed. At the end of the section two possible
combinations of the line smoother and semicoarsening are given and motivated.
These two adapted multigrid solvers will be used for the test cases in the second
part.
The �rst test problem in section (2.3.1) will also be the �rst test case here

and two new cases are included. In the last section the results of all the cases
are collected.

3.1 Modi�cations multigrid for Maxwell equations

In section (2.5) it has been shown that multigrid with standard coarsening
and cell-block smoothing revealed a performance leak for stretched grids. The
anisotropy in the discretization of the Maxwell equations is due to grid stretch-
ing. In other words, because of the big di�erences in mesh sizes of the grid
cells due to grid stretching there will be strong coupling in the operator if there
are coe�cients in e.g. x-direction which are multiplied by a large weight and
coe�cients in y-direction which are multiplied by a small weight. In the direc-
tion of the strong coupling the cell-block smoother can smooth the error but
in the directions of weak coupling the cell-block smoother will perform poorly.
According to section (2.5) it is to be expected that semicoarsening and the use
of a line smoother will successfully decrease the error.

3.1.1 Semicoarsening

The implementation of semicoarsening is straightforward compared to the line
smoother. In the grid introduced in section (1.3), there are three directions
x; y and z in which the number of grid points is equal, N = 2m+1,m = 1; 2; :::; 8.
The idea behind a 2D semicoarsening is to �x the number of grid points in one
direction and to apply standard coarsening in the remaining two directions.
With power-law grid stretching in three directions (as will be used in all three
test cases) semicoarsening produces rectangular grid cells of di�erent size.
In order to make a semicoarsening strategy two multigrid components have

to be adapted, the restriction and prolongation transfer operators. The discrete
operator on the coarse grids is chosen to be the one obtained by direct dis-
cretization. The cell-averaged material properties are obtained from the �ner
grids by summing the values of S and M (parameters discretization, section
(1.3)) of the �ne-grid cells lying inside a coarser-grid cell.

Restriction When semicoarsening is applied in x-direction one would get the
restriction operator as sketched in �gure 17.
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Figure 17: Restriction of �ne grid components to coarser grids with semi coarsening.

Because the grid cells are stretched in x-direction, the number of grid points
is �xed there. In �gure 17 the same de�nition for the arrows as for standard
coarsening (section (2.2.3)) is used. The coarse grid in �gure 17 consists of cubic
cells.
Eventually, two types of restriction will have to be implemented for semi-

coarsening. In the two directions with standard coarsening the weights as de-
�ned in �gure 11 are used. In the direction where no coarsening takes place, the
weights as de�ned in �gure 17 have to be used. The major di�erence between
�gure 11 and 17 is the number of �ne grid electric �eld components contributing
to a coarse grid electric �eld component. Instead of eighteen (standard coars-
ening) just nine (3D) �ne grid components will be used. The calculation of the
weights is the same. The ratio between the quantity of the �ne grid dual volume
lying in the coarse grid dual volume determines the weight.

Prolongation In section (2) the prolongation operator is worked out in detail.
There is a special Matlab function interpn which can perform linear interpo-
lations of the error between �ne and coarse grids. Despite the fact that when
semicoarsening is applied and thus the structure of coarse grids changes with
respect to the coarse grids resulting from standard coarsening, the prolonga-
tion function adapts easily to these other grids. Only grid indices have to be
adapted when calling on the Matlab function. These modi�cations and the stan-
dard coarsening Matlab procedures can be found in appendix (G). Hence, no
further explanation is necessary for the interpolation of the coarse grid electric
�eld components in case of semicoarsening to the �ne grid.

3.1.2 Line smoother

The construction and implementation of the line smoother is less trivial com-
pared to the adaptations for semicoarsening. The idea behind the line smoother
is to update all unknowns lying on a straight line simultaneously. If the equa-
tions for one direction are known, the two remaining directions can be written
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out in a similar manner. Therefore, in this section only the x-direction is dis-
cussed in detail.
When simultaneously relaxing all electric �eld components on a straight line,

one will get a structure of the line smoother as shown in �gure 18.

x

y
z

Figure 18: Schematic representation of line smoother. All unknowns needed for one
line relaxation are drawn.

The red arrows represent the electric �eld components lying at the middle
of the cell edges. The gray arrows represent the electric �eld components which
are necessary in order to update the (red) unknown electric �eld components
lying around the grid nodes. The major di�erence between this line smoother
and the cell-block smoother, which is drawn in �gure (10), is that the number
of unknowns to be solved simultaneously is increased.
Suppose the number of grid nodes in x-direction is Nx, than.

ÂÊl;m = s� B̂Êsur (19)

represents the system resulting from the line smoother of �gure 18.
First, the structure of vector Êl;m will be discussed. The cell-block smoother

had six unknown electric �eld components collected in vector Ek;l;m of system
(14)

Ek;l;m =
h
E1;k� 1

2 ;l;m
; E1;k+ 1

2 ;l;m
; E2;k;l� 1

2 ;m
; E2;k;l+ 1

2 ;m
; E3;k;l;m� 1

2
; E3;k;l;m+ 1

2

iT
where E1;k� 1

2 ;l;m
; :::; E3;k;l;m+ 1

2
are de�ned and placed as in �gure (9). The

line smoother has 5 �Nx + 1 unknowns
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Êl;m = [ E1; 12 ;l;m E2; 12 ;l�
1
2 ;m

E2;;l+ 1
2 ;m

E3; 12 ;l;m�
1
2

E3; 12 ;l;m+
1
2

� � �
E1;k;l;m E2;k;l� 1

2 ;m
E2;k;l+ 1

2 ;m
E3;k;l;m� 1

2
E3;k;l;m+ 1

2
� � �

E1;Nx�1;l;m E2;Nx�1;l� 1
2 ;m

E2;Nx�1;l+ 1
2 ;m

E3;Nx�1;l;m� 1
2

E3;Nx�1;l;m+ 1
2

E1;Nx;l;m]
T

A powerful processor (e.g., 64-bit) is needed to solve system (19) for large
Nx; Ny and Nz as this may be a costly process.

Matrix Â has a special structure. It is complex, symmetric and sparse. Note
that the line to be solved represents in fact, a chain of 5-point molecules. One
molecule consists of �ve electric �eld components lying around one grid node.
This is an important observation as it makes the derivation of the equations
concerning the line smoother easier.

x

y
z

Figure 19: Schematic representation of the line smoother. The 5-point molecules are
coupled in order to obtain one line relaxation.

In �gure 19 each 5-point molecule is surrounded by numerous (gray) electric
�eld components. As only the (red) unknown electric �eld components are
updated, the surrounding components have to be temporarily �xed values. As
the line solver processes line-by-line moves, the other (gray) known electric �eld
components will be updated and the roles of the components interchange.
Now that the ordering of the unknowns is determined, the derivation of

the equations of the line smoother is straightforward. Because of the coupling
between the 5-points molecules matrix Â will have a special form shown in �gure
20.
In �gure 20 the structure of the line smoother and the �ve point molecules

can be seen. The matrix blocks at the main diagonal represent the coe�cients
of the unknowns scattered around the grid nodes. The o�-diagonal blocks rep-
resent the coupling between the 5-point molecules. The extra, small two blocks
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Figure 20: Sparsity structure of the line smoother. The blue dots represents non-zero
entries of the line smoother matrix.

at the last two rows of blocks of the matrix in �gure 20 represent the single
1-point molecule at the end of the line smoother (see also �gure 18). Hence, the
boundaries will be treated separately in the next derivation.
With �gure 20 and the structure of the line smoother of �gure 18 in mind,

matrix Â is splitted up in four types of submatrices

Â =

2666666664

Â�1
Âint ?

. . .

Âint
? Â�2

Â�3

3777777775
1. Âint; This submatrix represents all interior 5-point molecules that do not
need the electric �eld components lying at the edges of the domain. Due
to the structure of the line, submatrix Âint can also be splitted up,

Âint =
�
Âint;k�1;l;m Âint;k;l;m Âint;k+1;l;m

�
where 5x5 matrices Âint;k�1;l;m and Âint;k+1;l;m represent the coupling of
the 5-point molecule at grid point k; l;m with surrounding electric �eld
components belonging to the 5-point molecules at grid point k � 1; l;m
and k + 1; l;m respectively. The 5x5 small matrix Âint;k;l;m contains the
coe�cients of the electric �eld components lying at the edges surrounding
the node k; l;m. For convenience, the entries of the matrices can be found
in appendix (B).

2. Â
�1
; This submatrix represents the 5 point molecule lying at nodes 1; l;m,

i.e. in the upper-left corner of �gure 18. Figure 18 indicates that there
will be no coupling with a node lying left to node 1; l;m: However, due to
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the PEC boundary conditions the values of the electric �eld components
on the boundary are set to zero and therefore the contribution of the
boundary to matrix Â

�1
is also zero. Hence, Â

�1
can be splitted up as,

Â�1
=
�
Â�1

;1;l;m Â�1
;2;l;m

�
where 5x5 small matrix Â

�1
;2;l;m represents the coupling of the 5-point

molecule at grid point 1; l;m with the electric �eld components belonging
to the 5-point molecule at grid point 2; l;m. The 5x5 small matrix Â

�1 ;1;l;m

contains the coe�cients of the electric �eld components lying at the edges
surrounding the node k; l;m. The entries of both matrices can be found
in appendix (B).

3. Â�2
; This submatrix represents the 5 point molecule lying at node Nx �

1; l;m. It lies in the lower-right corner of �gure 18. The coupling of
the 5-point molecule with the molecule surrounding node Nx; l;m di�ers
from previous nodes. The last molecule consists of just one electric �eld
component at the edge between Nx�1; l;m and Nx; l;m: Due to the PEC
boundary conditions the values of the electric �eld components lying at
the edges of the boundary are set to zero, therefore no contribution to
matrix Â

�2
will be made. Hence, Â

�2
can be splitted up as,

Â�2
=
�
Â�2

;Nx�2;l;m Â�2
;Nx�1;l;m Â�2

;Nx;l;m

�
where 5x5 matrix Â

�2
;Nx�2;l;m represents the coupling of the 5-point

molecule at grid point Nx�1; l;m with surrounding electric �eld compo-
nents belonging to the 5-point molecule at grid point Nx � 2; l;m. The
5x1 small matrix Â

�2 ;Nx;l;m contains the coe�cients of electric �eld com-

ponent E1;Nx� 1
2 ;l;m

:The 5x5 small matrix Â
�2 ;Nx�1;l;m contains the coef-

�cients of the electric �eld components lying at the edges surrounding the
node Nx � 1; l;m. The entries of the matrices can be found in appendix
(B).

4. Â�3 ; This submatrix represents the 1-point molecule lying around node
Nx; l;m: The latter lies in the lower-right corner of �gure 18. Due to the
PEC boundary conditions the values of the electric �eld components lying
at the boundary is set to zero. Hence, there is no contribution of these
elements to matrix Â�3 . Matrix Â�3 can be splitted up as,

Â�3 =
�
Â�3;Nx�1;l;m Â�3;Nx;l;m

�
where 1x5 small matrix Â�3;Nx�1;l;m contains the coe�cients of the electric
�eld components lying around node Nx � 1; l;m: The 1x1 sub-sub matrix
Â�3;Nx;l;m contains the coe�cient of electric �eld component E1;Nx� 1

2 ;l;m
.

All entries of the matrices can be found in appendix (B).
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The construction of the line smoother is now complete. The question remains
how to manage the line smoother and semicoarsening in the proper way to
obtain an improved multigrid solver. In the next section a choice will be made
and motivated.

3.1.3 Multigrid scheme

Two improved strategies are introduced here and implemented so that multigrid
convergence rates will improve on stretched grids. As mentioned earlier the F-
cycle appears to be an e�ective multigrid strategy (2). Therefore this scheme
will be the cycle-of-choice.
First, the following notation is introduced for convenience,

1. PS : cell-block smoother

(a) PS-pre : pre smoothing

(b) PS-post : post smoothing

2. xyz-LS : line smoother in x-direction, followed by a line smoothing sweep
in y-direction and z-direction

(a) xyz-LS-pre : pre smoothing

(b) xyz-LS-post : post smoothing

3. std-r : standard restriction in all directions

4. xy-r : restriction of �ne grid to coarse grid only in directions x and y. The
number of grid points in z-direction remains the same

5. std-p : standard prolongation in all directions

6. xy-p : prolongation of coarse grid to �ne grid only in directions x and y.
The number of grid points in z-direction remains the same

It is di�cult to visualize the F-cycle strategy for the general case, therefore
suppose that the �nest grid contains N = 24 + 1 = 17 grid points in each
direction. Obviously, the following strategies can easily be extrapolated to the
general case.
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Standard coarsening and point smoother

The F-cycle scheme of the original multigrid solver, cell-block smoother with
standard coarsening,

PSpost PSpost

Stdr
PSpost

PSpost

PSpost

PSpost

Stdr

Stdr Stdr

Stdr

StdrStdp Stdp

Stdp Stdp

Stdp

Stdp

ex ex ex

Figure 21: F-cycle with block post-smoothing and standard coarsening.

In this strategy no pre-smoothing steps are applied and standard coarsening
is carried out.

Standard coarsening and line smoother

The �rst alternative for the original multigrid solver is the use of the line
smoother in combination with standard coarsening,

xyzLSpre

xyzLSpre xyzLSpost xyzLSpost

Stdr
xyzLSpost

xyzLSpre xyzLSpost

xyzLSpost

xyzLSpost

Stdr

Stdr Stdr

Stdr

StdrStdp Stdp

Stdp Stdp

Stdp

Stdp

ex ex ex

xyzLSpre

Figure 22: F-cycle with line pre- and post-smoothing and standard coarsening.

A robust version of the line smoother has been chosen. Each smoothing step
consists of six sweeps through the grid. First, one sweep with the x-direction line
smoother and due to the symmetric version, a second sweep in reversed order.
Then one sweep with the y-direction line smoother and a sweep in reversed
order. It is followed by one sweep with the z-direction line smoother and a
sweep in reversed order.
In this strategy one pre-smoothing steps is applied. Compared to the original

version without pre-smoothing more smoothing sweeps have to be carried out.
It is expected that the error becomes signi�cantly smoother at least in the
direction of the line.
In this method, standard coarsening is carried out.The line smoother is sup-

posed to deal with the anisotropy in the discrete equations due to the grid
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stretching. If linewise anisotropies occur, semicoarsening would be a feasible
approach. However, due to the power-law grid stretching strong coupling ap-
pears in varying directions and therefore semicoarsening may fail [17].

Semi coarsening and line smoother

The second alternative is to combine line smoothing and semicoarsening in
an appropriate fashion. An example is given in �gure 23.

xyLSpre

xyLSpre xyLSpost xyLSpost

xyr
xyLSpost

xyLSpre xyLSpost

xyLSpost

xyLSpost

xyr

xyr xyr

xyr

xyrxyp xyp

xyp xyp

xyp

xyp

ex ex ex

xyLSpre

Figure 23: F-cycle with line pre- and post-smoothing and semi coarsening.

This strategy has two di�erences compared to the �rst alternative multigrid
solver. First, the line smoother is not used in three but in two directions.
Hence, one pre-smoothing step is cheaper in terms of memory space and cpu-
time. Secondly, semicoarsening is used instead of standard coarsening. In fact
a plane solver is simulated (see section (3.1))
Suppose applying one x; y-line pre-smoothing step. When restricting the

electric �eld components to the coarser grid, the error in the x; y-direction may
be smooth. During one F-cycle the direction of the semicoarsening and line
smoother remains the same. When the F-cycle is �nished the direction changes
and a suitable new direction is chosen. For instance the following scheme is
chosen,

F-cycle #1: x; y-line smoother, restriction and prolongation only in x; y-direction,
number of points in z-direction remains the same

F-cycle #2: y; z-line smoother, restriction and prolongation only in y; z-direction,
number of points in x-direction remains the same

F-cycle #3: x; z-line smoother, restriction and prolongation only in x; z-direction,
number of points in y-direction remains the same

Obviously, when F-cycle #3 is performed, the process continues with F-cycle
#1 and so on. In this way a plane solver is simulated.

3.2 Local mode analysis

In this section a �rst attempt of a local mode analysis (LMA) of the cell-block
smoother and 3D line smoother is presented. LMA is a powerful tool for quanti-
tative analysis and the design of e�cient multigrid methods for general problems
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according to [17]. Furthermore, because of the non-trivial discretization due to
the curl-curl operator of the Maxwell equations, a special form of LMA will be
used here. The local mode analysis which has been performed by Shah [15] who
carried out an analysis of the multigrid components solving the incompressible
Navier-Stokes equations in 2D, will be used as a guide line. Before introducing
the governing equations and carrying out the analysis the basics are presented
to get a better insight in the basic principles of local mode analysis.
LMA can be a useful tool to obtain information about smoothing factors,

two-grid convergence factors as well as error reduction factors. In this section
the focus will be at the smoothing factors as the analysis on the remaining two
factors is beyond the scope of this thesis.

3.2.1 Basics LMA

In LMA linear discrete operators with constant coe�cients are considered. Any
general discrete operator can be linearized locally and can be replaced locally
by an operator with constant coe�cients. However, the discretization of the
Maxwell equations described above is linear already. So no further assumptions
or adaptations to the system have to be made. All considerations in the context
of LMA are based on grid functions of the form [17]:

'(�;x) = ei�:x=h

where x varies on the given in�nite grid Gh and � is a continuous parameter
that characterizes the frequency of the grid function under consideration.
In general, all multigrid operators (discretization Lh, smoothing and inter-

grid transfer operators Sh; I
H
h ; I

h
H , the coarse grid operator LH and thus coarse

grid correction and two-grid operators) will operate on these grid functions
'(�;x) and are de�ned on the in�nite grids Gh and GH .
Since the grid functions '(�;x) are de�ned on the in�nite grid Gh the inu-

ence of boundaries and boundary conditions is not taken into account. This is
the main objective of LMA: to determine the quantitative convergence behavior
and e�ciency of an multigrid algorithm if a proper boundary treatment is in-
cluded. In most cases this is a fair statement as additional suitable relaxations
near the boundaries require an amount of work which is negligible for h! 0.
Now, introduce a grid with �xed mesh size h = (h1; h2; h3) and de�ne Gh =�

x = kh := (k1h1; k2h2; k3h3) ; k 2 Z3
	
. On Gh consider a discrete operator Lh

corresponding to a di�erence stencil

Lh=̂ [sk]h , k = (k1; k2; k3) 2 Z3

So,

Lhwh(x) =
X
k2V

skwh(x+ kh)

with constant coe�cients sk 2 C, which will usually depend on h. Here, V
is a �nite index set.
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In 3D, the fundamental quantities in the LMA are the grid functions

'(�;x) = ei�1x1=h1ei�2x2=h2ei�3x3=h3 for x 2 Gh

Because '(�;x) = '(�0;x) for x 2 Gh if � = �
0 mod(2�) it is su�cient to

consider '(�; x) with � 2 [��; �)3:
For � 2 [��; �)3 all grid functions '(�;x) are (formal) eigenfunctions of

any discrete operator with constant coe�cients which can be described by a
di�erence stencil. The relation

Lh'(�;x) = ~Lh'(�;x); x 2 Gh
holds with,

~Lh(�) =
X
k2V

ske
i�k

Where ~Lh(�) is the symbol of Lh.
For the smoothing analysis the high and low frequency components on Gh

with respect to GH have to be distinguished. The de�nition is based on the
fact that only those frequency components

'(�;x) with � 2 [��
2
;
�

2
)3

are distinguishable on GH that is constructed with standard H = 2h coars-
ening. For each �0 2 [��

2 ;
�
2 )
3, seven other frequency components '(�;x) with

� 2 [��
2 ;

�
2 )
3 coincide on GH with '(�;x) and are not distinguishable on GH.

This yields

' low frequency component () � 2 T low := [��
2
;
�

2
)3

' high frequency component () � 2 Thigh := [�; �)3n[��
2
;
�

2
)3

Remember the Gauss-Seidel smoother described in section (2). Locally there
are three unknowns, E1, E2 and E3 each lying on a di�erent edge of a six point
molecule (10). For simplicity the three unknowns are renamed here as u; v; w
respectively. Assume that at the start of the smoothing process the errors in u,
v and w are given in Fourier modes (�1; �2; �3) as follows24�u�v

�w

35 =
24�u0�v0
�w0

35 ei�x=h (20)

where �x=h =
�
�1x
h1
+ �2y

h2
+ �3z

h3

�
and �u0; �v0; �w0 are the amplitudes. The

Gauss-Seidel smoother updates each electric �eld component twice at a given
mesh point. Because the unknowns are updated sequentially some of the un-
knowns are updated twice (�u2), some once (�u1) and others have not been
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updated (�u0). The aim is to determine the symbol M which arises from a
relation between the fully corrected values (�u2; �v2; �w2) and the uncorrected
values (�u0; �v0; �w0). Hence,24�u2�v2

�w2

35 =M
24�u0�v0
�w0

35
The smoothing factor is then given by

�loc = sup
�2Thigh

[�(M)]

where

�(M) = max
i2dim(M)

j�ij , �i = i-th eigenvalueM

3.2.2 LMA of cell-block smoother in 3D

The description of the LMA of the cell-block and line smoother is quite similar.
Therefore, in this section the analysis of the cell-block smoother will be carried
out. In the next section the same procedure is repeated concerning the line
smoother but then most details will be left out.
To carry out the local mode analysis for cell-block Gauss-Seidel, consider an

arbitrary local section of the mesh with the electric �eld components lying on
the edges of the grid.

x

y

z

Figure 24: Values errors electric �eld components in fourier modes before applying GS
cell-block smoothing step n:

In �gures (24) and (25) a schematic representation is given of the values of
the unknowns of the electric �eld components in Fourier modes (as in equation
(20)) before and after applying one Gauss-Seidel cell-block smoothing step. The
three di�erent colors represent the states of the unknowns during the smoothing
process. The green arrows represent the unknowns which are updated twice.
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x

y

z

Figure 25: Values errors electric �eld components in fourier modes after applying GS
cell-block smoothing step n

The red arrows represent the unknowns which are updated once and the blue
arrows represent the unknowns which have not been updated yet.
As described in section (2:2:2), six errors surrounding one mesh point are

updated simultaneously. In �gures (24) and (25) these are the six arrows sur-
rounding the black mesh point in the middle of the �gures. The remaining 24
errors, which are needed to update the six errors lying around the black mesh
point, are not updated and therefore will not change of value (color).
The discretization of the Maxwell equations as in equation (8) can be written

as,

Lheh = sh (21)

where e is the exact solution of equation (21), s represents the source term
of equation (8) and h is the spatial mesh size of the grid.
When applying a relaxation scheme, the exact solution will be approximated

by e ~mh for the ~m-th iteration,

r ~mh = sh � Lhe ~mh (22)

where r ~mh represents the residual.
The Gauss-Seidel cell-block smoother updates six electric �eld components

lying around one node. For the remaining part of this section, the system of
equations around grid node k; l;m will be examined. Hence, locally system (22)
can be rewritten as

r̂ ~mh = ŝh �Bê ~msur;h �Aê ~mh (23)

where r̂ ~mh is the 6x1 residual vector, ŝh is the 6x1 vector and contains the
source terms. Bê ~msur;h is a matrix-vector multiplication where B contains the
coe�cients of the surrounding electric �eld components drawn as blue arrows
in �gure (10). The matrix A contains all the coe�cients of the six unknown
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electric �eld components drawn as red arrows in �gure (10) and gathered in 6x1
vector

ê ~mh =
h
E1;k� 1

2 ;l;m
; E1;k+ 1

2 ;l;m
; E2;k;l� 1

2 ;m
; E2;k;l+ 1

2 ;m
; E3;k;l;m� 1

2
; E3;k;l;m+ 1

2

iT
The Gauss-Seidel cell-block smoothing process consists of several steps.
In smoothing step ~m the approximation ê ~mh for êh around mesh node k; l;m

was obtained. Applying the smoother again yields,

ê ~m+1h = (1� !r)ê ~mh + !rê�h (24)

where ê ~m+1h is the weighted sum of the previous approximation ê ~mh and the

approximation for ê ~m+1h resulting from this smoothing step. Here ê�h is the new
approximation for eh in smoothing step ~m,

Aê�h = ŝh �Bê ~msur;h;

hence,

ê�h = A�1d̂ ~mh ; (25)

where

d̂ ~mh = ŝh �Bê ~msur;h = r̂ ~mh +Aê ~mh :

Now substituting the expression for ê�h (25) into (24) yields,

ê ~m+1h = (1� !r)ê ~mh + !rA�1d̂ ~mh
Rewrite,

ê ~m+1h = (1� !r)ê ~mh + !rA�1d̂ ~mh
= (1� !r)ê ~mh + !rA�1

�
r̂ ~mh +Aê

~m
h

�
= (1� !r)ê ~mh + !rA�1r̂ ~mh + !rê ~mh
= êmh + !rA

�1r̂ ~mh

Thus,

A

 
ê ~m+1h � ê ~mh

!r

!
= r̂ ~mh (26)

Rewrite system (26) in terms of errors. Subtract the local exact solution êh
from (23),
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r̂ ~mh = ŝh �Bê ~msur;h �Aê ~mh
0 = ŝh �Bêsur;h �Aêh �
r̂ ~mh = �B�ê ~msur;h �A�ê ~mh

(27)

where,

ê ~mh � êh = �ê ~mh (28)

ê ~m+1h � êh = �ê ~m+1h

Substitute (27) and (28) into (26),

A

 
�ê ~m+1h � �ê ~mh

!r

!
= �B�ê ~msur;h �A�ê ~mh (29)

When the errors are expressed as Fourier modes according to section (3.2.1),
system (29) can be rewritten. Only the �rst equation of (29) in Fourier modes
is given here, the remaining �ve equations can be found in appendix (C.1).

Fei(�
�1
2 )

266666664

+d1;k� 1
2 ;l;m

(�u2��u1)
!u

�h�2Mk� 1
2 ;l+

1
2 ;m

ei(
�1
2 +

�2
2 ) (�v1��v0)

!v

+h�2Mk� 1
2 ;l�

1
2 ;m

ei(
�1
2 �

�2
2 ) (�v2��v1)

!v

�h�2Mk� 1
2 ;l;m+

1
2
ei(

�1
2 +

�3
2 ) (�w1��w0)

!w

+h�2Mk� 1
2 ;l;m�

1
2
ei(

�1
2 �

�3
2 ) (�w2��w1)

!w

377777775

= Fei(�
�1
2 )

266666666666666666664

h�2
�
Mk� 1

2 ;l+
1
2 ;m

ei(�2) +Mk� 1
2 ;l;m+

1
2
ei(�3)

�
�u0

+d1;k� 1
2 ;l;m

�u1

+h�2
�
Mk� 1

2 ;l�
1
2 ;m

ei(��2) +Mk� 1
2 ;l;m�

1
2
ei(��3)

�
�u2

�h�2Mk� 1
2 ;l+

1
2 ;m

ei(
�1
2 +

�2
2 )�v0

+h�2
�
Mk� 1

2 ;l�
1
2 ;m

ei(
�1
2 �

�2
2 ) +Mk� 1

2 ;l+
1
2 ;m

ei(�
�1
2 +

�2
2 )
�
�v1

�h�2Mk� 1
2 ;l�

1
2 ;m

ei(�
�1
2 �

�2
2 )�v2

�h�2Mk� 1
2 ;l;m+

1
2
ei(

�1
2 +

�3
2 )�w0

+h�2
�
Mk� 1

2 ;l;m�
1
2
ei(

�1
2 �

�3
2 ) +Mk� 1

2 ;l;m+
1
2
ei(�

�1
2 +

�3
2 )
�
�w1

�h�2Mk� 1
2 ;l;m�

1
2
ei(�

�1
2 �

�3
2 )�w2

377777777777777777775
where,

F = ei(k�1+l�2+m�3)

d1;k� 1
2 ;l;m

= Sk� 1
2 ;l;m

� h�2
�
Mk� 1

2 ;l+
1
2 ;m

+Mk� 1
2 ;l�

1
2 ;m

+Mk� 1
2 ;l;m+

1
2
+Mk� 1

2 ;l;m�
1
2

�
h�2 =

�
exk� 1

2

�2
=
�
ey
l� 1

2

�2
=
�
ezm� 1

2

�2
; equidistant grid
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with Sk� 1
2 ;l�

1
2 ;m�

1
2
;Mk� 1

2 ;l�
1
2 ;m�

1
2
and ex

k� 1
2

; ey
l� 1

2

; ez
m� 1

2

from equations

(5), (4) and (9) respectively.
After some manipulation of system (29) in Fourier modes, this yields a re-

lation between the corrected and uncorrected values as

P

26666664
�u1
�v1
�w1
�u2
�v2
�w2

37777775 = Q

24�u0�v0
�w0

35 (30)

where P;Q are complex matrices of order 6x6 and 6x3, respectively. The
coe�cients of the matrices cannot be found explicitly in this thesis but can be
found in the implementation of the local mode analysis in Matlab in appendix
(G).
Remember that the aim of the local mode analysis was to �nd the relation

between the �nal corrected values (�u2; �v2; �w2) and the uncorrected values
(�u0; �v0; �w0). The system of equations (30) can be written as

P�1Q =

24 N�:�
M

35 ; (31)

where N ;M are 3x3 complex matrices. The symbol M is now easily ob-
tained and de smoothing factor can be calculated.

3.2.3 LMA of line smoother in 3D

In this section the governing equations of the local mode analysis for a line
smoother in x-direction are given. The local mode analysis of the line smoother
follows the same procedure as in the previous section. The resulting system of
equations yields a relation between the fully corrected and uncorrected values
of the electric �eld components.
In �gures (26) and (27) a schematic representation is given of the values of

the unknowns of the electric �eld components in Fourier modes (as in equation
(20)) before and after applying one Gauss-Seidel line smoothing step. The
three di�erent colors represent the states of the unknowns during the smoothing
process. The green arrows represent the unknowns that are updated twice. The
red arrows represent the unknowns that are updated once and the blue arrows
represent the unknowns that have not been updated yet.
The main di�erence between �gures (26) and (27) and �gures (24) and (25)

representing the cell-block smoother introduced in previous section, is the num-
ber of unknowns that are updated after one smoothing step. The cell-block
smoother updates six unknowns lying around the black mesh point simultane-
ously. The line smoother updates fourteen unknowns surrounding the nodes
that lie on the line in x-direction. Note that before applying the line smoother
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z

Figure 26: Values errors electric �eld components in fourier modes before applying GS
line smoothing step n:

x

z

Figure 27: Values errors electric �eld components in fourier modes after applying GS
line smoothing step n:
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the unknowns that lie on the x-line, which intersects the black mesh point k; l;m,
were not yet updated. However, when the line smoother is applied the unknowns
are directly updated. This is a major di�erence between the cell-block smoother
and the line smoother.
Apply the same procedure as in previous section. System (29) can be written

out in Fourier modes,
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The �ve remaining equations can be found in appendix (C.2).
In next section the line and block smoother are compared for the eigenvalue

test problem of section (2.3.1).

3.2.4 Results LMA

This section contains a brief overview of the local mode analysis of the cell-
block and line smoother. The eigenvalue test problem of section (2.3.1) is used
to carry out the analysis. The Matlab code of this test problem can be found
in appendix (G). The equations resulting from the local mode analysis are
captured by system (30) and represented by matrices P and Q. The code in
schematic form:
input matrix A and B

loop over all teta out of [-pi,-pi/2] and [pi/2,pi]

define coefficients P,Q

obtain M from P^-1*Q

add max(abs(eig(M))) to vector mu

end loop

output max(mu)
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For the eigenvalue test problem without stretching, for di�erent values of
the relaxation parameter ! and grid sizes (and thus h), the following results
were obtained

! N = 64 32 16 8 4
Line j CB smthr

1 0.20 0.25 0.20 0.25 0.21 0.28 0.21 0.77 0.17 0.35

0.9 0.19 0.26 0.19 0.26 0.19 0.27 0.20 0.55 0.17 0.36

0.8 0.19 0.27 0.19 0.27 0.19 0.27 0.19 0.47 0.16 0.34

0.7 0.24 0.27 0.24 0.27 0.24 0.37 0.22 0.49 0.17 0.31

Table 4: Smoothing factor of Gauss-Seidel line and cell-block smoother, where
!=!u=!v=!w and N is the number of grid points in each direction.

Note that N = 128 could not be analyzed due to limited computer memory
capacity. From table 4 it is shown that the smoothing factor of the line smoother
on a non-stretched, uniform grid is somewhat better than the smoothing factor
of the cell-block smoother. Changing the relaxation parameter is not useful for
the line smoother. For coarse grids (N < 8) the smoothing constant increases,
therefore the smoothing ability decreases. The main conclusion from this anal-
ysis is that the line smoother is overall a better smoother, at some grids the
smoothing constant is a factor 2 smaller.
Due to the complex discretization of the curl-curl operator resulting from

the Maxwell equations the analysis of the two-grid convergence factors and error
reduction factors is beyond the scope of this thesis.
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4 Numerical experiments

In this section three di�erent test problems are considered originating from [12].
The �rst problem has already been presented in section (2.3.1), a short summary
will be given here. The second problem resembles the �rst problem but the
permittivity is chosen variable in the domain. Both test problems are arti�cial
and are based on exact solutions with eigenfunctions. The third example is
a realistic marine example with a variation on the power-law grid stretching
(hyperbolic cosine grid stretching, see appendix (E)).
The iterations were terminated once the norm of the residual decreased to

10�8 times the value for a zero electric �eld. The computations were carried
out on a 64-bit AMD Opteron 238 machine running Linux. The algorithm
was coded in Matlab, with the smoother and residual evaluation written in C1.
The listed computational times are therefore not optimal but nevertheless, they
provide some indication of the performance.
In section (3.1.3) two modi�cations of the multigrid solver were introduced:

semi-coarsening and line relaxation. Together with the original multigrid method
with the Symmetric cell-block Gauss-Seidel smoother and standard coarsening,
four methods will be compared here:

1. bi,SGS: The original scheme of section (2) employs post-smoothing with
Symmetric cell-block Gauss-Seidel, F-cycles and bicgstab2.

2. bi,SLGS3: Pre- and post-smoothing with Symmetric Line Gauss-Seidel in
three directions, F-cycles and bicgstab2 (section (3.1)).

3. SC,SLGS2: Pre- and post-smoothing with Symmetric Line Gauss-Seidel in
two directions, semi-coarsening in these two directions and F-cycles. The
direction that is not coarsened changes after each full cycle and remains
the same within the cycle (section (3.1)).

4. bi,SLGS2: same as method 3 but with bicgstab2

Note that the original Symmetric cell-block Gauss-Seidel and Symmetric
Line Gauss-Seidel multigrid methods without bicgstab2 are not taken into ac-
count during testing. Previous test results (section (2.3) and [12]) show that a
combination with bicgstab2 convergences faster and at worst in an equal num-
ber of steps compared to the multigrid solvers without bicgstab2. Therefore,
the �rst two methods '1:bi,SGS ' and '2:bi,SLGS3 ' use multigrid in combination
with the bicgstab2. The third method '3:SC,SLGS2 ' does not use bicgstab2.
It is add to method 3, resulting in method 4. Because bicgstab2 requires a
�xed preconditioner for every iteration 3 alternating semicoarsening multigrid
cycles are carried out.

1MEX �les and runs provided by W.A. Mulder, Shell
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4.1 Variable conductivity

This section contains a summarizes the test problem of section (2.3.1). The
�rst arti�cial test problem is based on eigenfunctions on the domain [0; 2�]3m3.
The conductivity is � = 10 + c(x; y; z), with c(x; y; z) = (x + 1)(y + 2)(z �
�)2 for z < � and zero elsewhere, �r = 0 and �r = 1. The electric �eld
components are E1 = �2 cos(x) sin(y) sin(z); E2 = �2 sin(x) cos(y) sin(z) and
E3 = sin(x) sin(y) cos(z) V/m. The angular frequency is ! = 106Hz. The
current source term follows from these expressions and equation (3).
Table 5 lists convergence results for grids with N �N �N cells and di�erent

amounts of power-law grid stretching (section (2.3.1)).

1:bi,SGS 2:bi,SLGS3 3:SC,SLGS2 4:bi,SC,SLGS2
N � iter cpu (s) iter cpu (s) iter cpu (s) iter cpu (s)
32 0 7 6:4 100 3 3:7 101 4 4:2 101 6 5:9 101

64 7 3:6 101 4 4:3 102 4 3:5 102 6 5:3 102

128 6 2:6 102 4 5:3 103 8 8:1 103 9 9:2 103

32 0.04 8 7:6 100 4 5:1 101 4 4:3 101 6 6:3 101

64 14 7:8 101 4 4:3 102 5 4:5 102 6 5:4 102

128 35 1:5 103 8 1:1 104 7 7:2 103 9 9:4 103

32 0.06 10 9:6 100 4 5:1 101 4 4:1 101 6 6:3 101

64 21 1:2 102 5 5:5 102 5 4:5 102 6 5:4 102

128 69 2:9 103 11 1:5 104 7 7:3 103 9 9:5 103

32 0.1 16 9:6 100 � � 4 3:5 101 6 6:4 101

64 41 1:2 102 � � 6 5:4 102 6 5:4 102

128 233 9:9 103 � � 6 6:5 103 6 6:5 103

Table 5: Iteration counts and cpu-times in seconds for the �rst test problem with
variable conductivity

The grid-independent convergence rates on equidistant grids are only ob-
served for the methods 1 and 2 and perhaps 4 . When grid stretching is applied,
the multigrid solver with semi-coarsening and line smoothing, methods 3 and 4,
shows the best performance in terms of iteration count. They appear to be insen-
sitive to the amount of stretching when considering a �xed number of cells. The
original cell-block smoother and the line smoother without semi-coarsening but
with bicgstab2, method 1 and 2, show a performance leak when grid stretching
is applied. Especially on the �nest grids with N = 128 the number of multigrid
iterations increases heavily.
Though two new methods (3 and 4) were introduced, the amount of cpu-time

needed to evaluate the multigrid schemes still remains high. As the number of
iterations remains low for methods 3 and 4 when grid stretching is applied, the
multigrid solver using semi-coarsening and line smoothing in two directions nev-
ertheless needs three times more computation time than the original multigrid
solver in combination with bicgstab2 for � = 0:06. Even when the number of
iterations between methods 1 and 4 di�er with a factor 10 to 20. This is a good

59



example of the amount of work needed for semi-coarsening and line smoothing.
Only for strong stretching with � = 0:1 method 3 and 4 beat the original method
on the �nest grid with N = 128 in terms of iteration count and cpu-time.
The two adapted multigrid solvers, methods 3 and 4, perform remarkably

better in terms of iteration counts compared to the original multigrid solver.
Furthermore, the multigrid solver using semi-coarsening and line smoothing
performs signi�cantly better than the multigrid solver using standard coarsening
and line smoothing, because the latter is cpu-time consuming and does not show
good convergence rates when stretching is applied.

4.2 Variable permittivity

The same domain is considered as before, with conductivity � = 1 S/m and
�r = 0. The permittivity is piecewise constant with �r(z) = �Lr for z < � and
�r(z) = �Rr for z > �. The source terms are set to

J1 = cos(x) sin(y) sin(z)

�
1� 3

i!�0�r(z)

�
J2 = sin(x) cos(y) sin(z)

�
1� 3

i!�0�r(z)

�
J3 = �2 sin(x) sin(y) cos(z)

�
1� 3

i!�0�r(z)

�
Hence, the solution is

E1 = � cos(x) sin(y) [sin(z) + g1(z)]
E2 = � sin(x) cos(y) [sin(z) + g1(z)]
E3 = 2 sin(x) sin(y) [cos(z) + g3(z)]

Let qL;R =

q
2� i!�0�

L;R
r then

gL1 (z) = 2 sinh(qLz)

gL3 (z) = � 2

qL
cosh(qLz)

for z < �, whereas for z > �,

gR1 (z) = 2a sinh(qR(2� � z))

gR3 (z) =
2a

qR
cosh(qR(2� � z))

Here
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Note that g1(z) is continuous across z = �, with a discontinuous derivative
and g3(z) is discontinuous across z = �.
In table 6 the test results are presented with �Lr = 1 and �

R
r = 2.

1:bi,SGS 2:bi,SLGS3 3:SC,SLGS2 4:bi,SC,SLGS2
N � iter cpu (s) iter cpu (s) iter cpu (s) iter cpu (s)
32 0 7 6:5 100 4 5:1 101 5 5:2 101 6 6:3 101

64 7 3:6 101 4 4:3 102 9 8:1 102 9 8:1 102

128 6 2:5 102 4 5:4 103 19 2:0 104 15 1:6 104

32 0.04 10 9:6 100 4 5:1 101 5 5:4 101 6 6:2 101

64 16 9:1 101 4 4:3 102 9 8:2 102 9 8:1 102

128 38 1:6 103 9 1:2 104 15 1:6 104 15 1:6 104

32 0.06 12 1:1 100 4 5:1 101 6 6:3 101 6 6:4 101

64 25 1:4 102 6 6:6 102 9 8:1 102 9 8:1 102

128 86 3:7 103 16 2:2 104 14 1:5 104 15 1:6 104

32 0.1 19 1:1 101 � � 6 6:3 101 6 6:4 101

64 55 1:4 102 � � 9 8:1 102 9 8:3 102

128 325 1:4 104 � � 13 1:5 104 12 1:3 104

Table 6: Iteration counts and cpu-times in seconds for the second test problem with
variable permittivity and a discontinuous solution

As in test problem (4.1) multigrid convergence rates seem to deteriorate
when grid stretching is applied. Unfortunately, the multigrid solver using semi-
coarsening and line smoothing is not performing so well either. Where conver-
gence rates were preserved earlier, in this test problem the number of iterations
increases for every method. Only method 4 seems to perform well in terms of it-
eration counts and again seems to be insensitive to the amount of stretching for
a �xed number of cells. However, compared to the original method computation
times for the adapted multigrid solvers remain large.
As the multigrid iteration process stops once the norm of the residual de-

creases to 10�8 times its value for a zero electric �eld the expected number of
iterations will be 8 [17]. Therefore, neither of these methods satis�es the crite-
rion of a robust multigrid solver except method 4. Also, note that the number
of iterations increases heavily on �ner grids as observed before in test prob-
lem (4.1). Maybe the use of semicoarsening can introduce arti�cial anisotropy
into the discrete equations on coarser grids [17]. However, test results on the
coarse grids with N < 128 show that this is probably not the case. Further
investigation has to be done here.
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4.3 Marine example

Amore realistic subsurface model was constructed by modifying the SEG/EAGE
salt model [2]. This model was designed for simulating seismic wave propaga-
tion and contains a complex salt body surrounded by sediments. The sea water
has depths around 120m. Its sediments are 13500 by 13480 by 4680m. Because
CSEM requires a deeper sea than provided by this model, the water depth was
increased with 500m by moving down the model. Next, velocities were replaced
by conductivities. The water velocity of 1500 m/s was replaced by 1

0:3 S/m.
Velocities above 4000 m/s, indicative of salt, were replaced by 1

30 S/m. Below
3956 m, basement was set to 500 S/m. The conductivity of the sediments was

determined by �sed = (v=1700)
�3:88

S/m, with the velocity v in m/s. This
choice was motivated by [9]. For air, � was set to 10�10 S/m. The conductivity
was mapped to a new grid with hyperbolic cosine stretching (appendix (E)).
The horizontal dimensions were the same as for the original model, whereas z
ranged from �5000 m to 5000 m. A total of 31 receivers were positioned at the
sea-bottom between x = 4000 m and 10000 m at 200 m spacing with y = 0 m.
Depths ranged between 605 and 625 m. The model is displayed in �gure 28.

Figure 28: Model for a marine example with a resistive salt body (hmin = 50m). The
sea bottom has a depth of about 600m.

For its discrete representation, the exact cell averages are computed. The
frequency is !=2� = 5 Hz. A �nite-length current source with normalized
strength was placed in the interval between (x; y; z) = (6400; 6500; 500) and
(x; y; z) = (6600; 6500; 500), all in meters.
The following table 7 lists the results for a grid with 1283 cells. Note that hy-
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perbolic cosine stretching is used instead of power-law grid stretching (appendix
(E)), using a smallest cell width hmin: The largest ratio between neighboring
cells is given by 1 + �.

N = 128 1:bi,SGS 2:bi,SLGS3 3:SC,SLGS2 4:bi,SC,SLGS2
hmin � iter cpu (s) iter cpu (s) iter cpu (s) iter cpu (s)
50 0.035 15 6:4 102 5 7:1 103 14 1:5 104 12 1:3 104

20 0.059 75 3:3 103 14 2:0 104 14 1:5 104 12 1:3 104

10 0.074 163 7:1 103 26 3:7 104 15 1:6 104 15 1:7 104

5 0.089 409 1:8 104 44 6:3 104 21 2:3 104 18 2:0 104

Table 7: Iteration counts and cpu-times in seconds for the realisitc marine example

In this last test problem the same pattern can be observed as for the previous
two examples. On coarse grids, where hmin is of order 10

1 and � between
0.035 and 0.074 the convergence rates are only stable for the multigrid solver
with semicoarsening and line smoothing. The original solver and the second
adapted multigrid variant, standard coarsening and line smoothing, perform not
well. Only method 3 and 4, the multigrid solver with semicoarsening and line
smoother shows relative consistency in terms of iteration count. However, when
hmin becomes smaller multigrid convergence rates deteriorate for all methods
and the original method still beats new methods 3 and 4 in terms of cpu-time.
Apparently �ne grids seem to a�ect the anisotropy in the discretization of the
Maxwell equations. Furthermore, the two appliances for solving anisotropy due
to grid stretching are not able to solve the problem for �ne grids. In spite of
the improvements in decreasing the number of iterations, further investigation
has to be done in order to regain grid-independent convergence rates.
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5 Conclusion

A multigrid method for electromagnetic di�usion was developed by W.A. Mul-
der of Shell International Exploration and Production. The aim of EM di�usion
is to give some complementary information on the location of a source. The
governing equations of EM di�usion are the Maxwell equations. They were dis-
cretized on tensor-product Cartesian grids with the �nite integration technique
(FIT) introduced by Weiland [5]. The scheme can be viewed as a �nite-volume
generalization of Yee's scheme [24]. The system of equations resulting from the
discretization were solved by a multigrid method. In Feigh et al [6] a multigrid
method for the FIT discretization is presented and Mulder used this approach
for the components of the multigrid solver. Four multigrid components have to
be de�ned which directly a�ect the rate of convergence of the multigrid solver:
the coarse grid operator, the smoother, the restriction and prolongation opera-
tors. The original solver uses standard 3D coarsening, combining 2x2x2 �ne-grid
cells into a single coarse-grid cell. The restriction operator was based on vol-
ume averaging, the prolongation operator on piecewise constant interpolation
and the Symmetric cell-block Gauss-Seidel (SGS) smoother.
In [12] several test problems were evaluated using this multigrid solver. The

method showed textbook convergence rates on grids with constant spacing.
When stretching is applied the multigrid convergence rates deteriorates for grids
with a large number of cells in each direction. This is a well known problem when
multigrid is applied to stretched grids. Because of the stretching anisotropy is
introduced into the discretizations. The multigrid convergence remedies include
line relaxation and semi-coarsening [17].
The smoothing factors of the cell-block Gauss-Seidel smoother and a new

Line Gauss-Seidel smoother were analyzed with a Local Mode Analysis (LMA)
[17]. The analysis of a cell-block and line smoother used in a multigrid solver
for solving the Navier-Stokes equations [15] was used as a point of departure.
LMA was only carried out on equidistant grids.
Both line smoothing and semicoarsening were used to adapt the original

solver resulting in two new multigrid schemes. The �rst scheme uses standard
coarsening and pre- and post-smoothing with Symmetric Line Gauss-Seidel in
three directions. The second scheme uses semicoarsening in two directions and
pre- and post-smoothing by Symmetric Line Gauss-Seidel in these two direc-
tions. The direction that is not coarsened changes after each full cycle and
remains the same within the cycle. All three methods, the original method
and the two adapted versions, are also combined with bicgstab2 [19] where
multigrid acts as a preconditioner.
Three test problems from [12] were evaluated comparing the original and

the adapted multigrid solvers. The �rst two problems are unphysical problems
based on eigenvalues but with variable conductivity and permittivity. The third
test problem is a more realistic subsurface model constructed by modifying the
SEG/EAGE salt model [2].
The goal of this investigation was to improve the original multigrid solver de-

veloped by W.A. Mulder in [12] in order to regain grid-independent convergence
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rates, small numbers of iterations and reduce cpu-times when grid stretching is
applied. All three test problems showed the same pattern. The number of it-
erations was reduced signi�cantly in some cases. The multigrid method with
semi-coarsening and line smoothing in combination with bicgstab2 performed
best in terms of iteration counts. However, the cpu-times became signi�cantly
higher than the original method except for one of two cases. The method with
only line smoothing in three directions and no semicoarsening did not perform
well for any test problem and is therefore not a reasonable alternative for the
original multigrid solver.
The multigrid solver with semi-coarsening and line smoothing in combination

with bicgstab2 is the most robust solver and therefore the main objective of
this thesis has been reached. Moreover, further investigation in reducing the
computation times is needed which can make this solver signi�cantly faster. The
special structure, complex and symmetric, of the matrix of the line smoother
can be exploited here.
Finally, none of the adapted multigrid solvers satis�es the requirement that

it is insensitive to grid stretching and shows grid-independent convergence rates.
Therefore other suggestions to improve multigrid solvers are listed below which
have been made earlier in [12]:

� Other choices of restriction and prolongation operators as only a few have
been investigated here. The adverse e�ects of strongly varying coe�cients
can be reduced by using operator-weighted restriction and prolongation
operators.

� Di�erent ways of de�ning coarser grids. For instance by not coarsening
cells if they have large widths relative to the smallest cell [14], or by using
coarser grids with nodes that do not coincide with the �ner grid [6].

� The use of local grid re�nement on equidistant grids. This should give very
good convergence rates while still allowing for �ner grids where necessary,
at the expense of increased code complexity.
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A Cell-block smoother
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B Line smoother

System of equations of the x-direction line smoother in matrix notation,

ÂÊl;m = s� B̂Êsur (32)

where,

Êl;m = [ E1; 12 ;l;m E2; 12 ;l�
1
2 ;m

E2;;l+ 1
2 ;m

E3; 12 ;l;m�
1
2

E3; 12 ;l;m+
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� � �
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E1;Nx;l;m]
T

Matrix Â is splitted up in submatrices,

Â =

2666666664

Â�1
Âint ?

. . .

Âint
? Â�2

Â�3

3777777775
The matrices will be given in the following order: Âint; Â�1 ; Â�3 and Â�3 .

First the entries of the Â matrix will be given. Next the entries of the right
hand side of (32) will be given.

B.1 Aint

The structure of Âint is given as follows,

0BBBB@
0 l12 l13 l14 l15 m11 m12 m13 m14 m15 0 0 0 0 0
0 l22 0 0 0 m21 m22 0 m24 m25 r21 r22 0 0 0
0 0 l33 0 0 m31 0 m33 m34 m35 r31 0 r33 0 0
0 0 0 l44 0 m41 m42 m43 m44 0 r41 0 0 r44 0
0 0 0 0 l55 m51 m52 m53 0 m55 r51 0 0 0 r55

1CCCCA
where,
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The local right hand side of (32) belonging to matrix Âint is a 5x1 vector,
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B.2 A�1

The structure of Â�1 is given as follows,0BBBB@
m11 m12 m13 m14 m15 0 0 0 0 0
m21 m22 0 m24 m25 r21 r22 0 0 0
m31 0 m33 m34 m35 r31 0 r33 0 0
m41 m42 m43 m44 0 r41 0 0 r44 0
m51 m52 m53 0 m55 r51 0 0 0 r55

1CCCCA
The entries of this matrix are similar to the mij- and rij- entries of matrix

Âint. Due to the PEC boundary conditions there is no contribution of the
boundary to matrix Â�1 . The local right hand side of (32) belonging to matrix
Â�1 is a 5x1 vector. The entries are similar to vector (33).
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B.3 A�2

The structure of Â�2 is given as follows,0BBBB@
0 l12 l13 l14 l15 m11 m12 m13 m14 m15 0
0 l22 0 0 0 m21 m22 0 m24 m25 r21
0 0 l33 0 0 m31 0 m33 m34 m35 r31
0 0 0 l44 0 m41 m42 m43 m44 0 r41
0 0 0 0 l55 m51 m52 m53 0 m55 r51

1CCCCA
The entries of this matrix are similar to the lij-,mij- and rij- entries of

matrix Âint. Due to the PEC boundary conditions there is no contribution of
the boundary to matrix Â�2 . The local right hand side of (32) belonging to
matrix Â�2 is a 5x1 vector. The entries are similar to vector (33).

B.4 A�3

The structure of Â�3 is given as follows,�
0 l12 l13 l14 l15 m11

�
The entries of this matrix are similar to the lij-,mij- and rij- entries of

matrix Âint. Due to the PEC boundary conditions there is no contribution of
the boundary to matrix Â�3 . The local right hand side of (32) belonging to
matrix Â�3 is a 1x1 vector.
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C Local mode analysis

C.1 Cell-Block Smoother

Introduce, F = ei(k�1+l�2+m�3) and write h�2 =
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Sixth equation,
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C.2 Line smoother
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Sixth equation,
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D BiCGStab2

Here the algorithm of preconditioned bicgstab2 is given.
The problem is to �nd the solution e that leads to a zero residual r = s�Le.

The preconditioner is Mpre.
Compute the residual r0 = s � Le0 for a starting value e0. Set p0 = r0.

Choose an arbitrary ~r0 such that


r0;~r0

�
6= 0, for instance ~r0 = r0. Set �0 = 1

and �0 = 1.
For i = 0; 1; ::: until convergence do:

p̂i = M�1
prep

i;

vi = Lp̂i;

�i+1 =
�
~r0
�H
ri

�i =
�i+1

(~r0)
H
vi
;

ei+
1
2 = ei + �ipi

di = ri � �ivi

d̂i = M�1
pred

i;

wi = Ld̂i;

�i =

�
wi
�H
di

(wi)
H
wi
;

ei+1 = ei+
1
2 + �id̂i;

ri+1 = di � �iwi;

�i =
�i

�i
�i+1

�i
;

pi+1 = ri + �i
�
pi � �ivi

�
:

Here aH denotes the conjugate transpose of a, so that aHb is a scalar prod-
uct. This product is the conjugate of the usual complex scalar product ha;bi.
Convergence checks are carried out once ei+ 1

2
or ei+1 become available by com-

paring the norm of s� Le to the norm of s times the convergence tolerance.
The algorithm requires two calls to the multigrid solver (M�1

pre). The compu-
tations of the form Le can be carried out matrix-free by continiously evaluating
the spatial discretization. Together with the residual evaluations required for
the convergence checks, these add to the cost of the two multigrid iterations.
Nevertheless, one full bicgstab2 iterations is counted as two iterations when com-
paring to a pure multigrid iteration. Convergence checks are carried out after
each solution update at the expense of an additional residual computation.
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E Power-law Grid stretching

Here two types of grid stretching are considered, based on a power-law and
on the hyperbolic cosine function. Here grid stretching based on power-law is
discussed �rst.
The grid starts at x = xmin and ends at x = xmax. The grid is stretched

with respect to some reference point x0 inside the domain. There are nL cells
to the left of x0 and nr to the right, with a total of Nx = nL + nr cells.
The grid spacings or cell widths are given by,

hk = ha(nL�1�k), for k = 0; :::; nL � 1;
hk = ha(k�nL), for k = nL; :::; Nx � 1:

Here a = 1 + �. After summation the following expression is obtained,

anR � 1
a� 1 = (xmax � x0) =h;

anL � 1
a� 1 = (x0 � xmin)� h:

To determine nL and nR, determine the smallest integer nL that minimizes����a(Nx�nL) � 1
anL � 1 � r

���� ; r =
(xmax � x0)
(x0 � xmin)

(34)

Next, h is determined such that
PNx�1

k=0 hk = xmax � xmin.
For the hyperbolic cosine function, the grid spacing obeys hk = h0 cosh [b (k � k0)] ; k =

0; :::; Nx � 1. To determine k0, which is not necessarily an integer, evaluate

� =
(1 + r)

�
eb � 1

�
+
p
�

2eb
�
r + e(�bNx)

� ;

� = 2eb
h
(1 + r)

2
cosh(a) + 4r cosh (bNx) + (1� r)2

i
;

to �nd k0 =
log(�)
b . Here r is the same as in equation (34). The parameter

b can be chosen in advance, or determined iteratively such that the maximum
ratio of cell widths for neighboring cells does not exceed 1+�, or such that the
minimum grid spacing equals a given value.

F L2 norm

The iterations of the multigrid solver were stopped when the l2-norm had
dropped by a factor 10�8 form its original value for a zero solution.
Here lmax is the maximum di�erence with the exact solution. The error for

E1 is measured by,
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l2(E1) =

24Nx�1X
k=0

NyX
l=0

NzX
m=0

���E1;k+ 1
2 ;l;m

� Eexact1;k+ 1
2 ;l;m

���2 Vk+ 1
2 ;l;m

351=2

and similarly for components E2 and E3. Here Vk+ 1
2 ;l;m

is de�ned as in
equation 6. The maximum error is,

lmax(E1) = max
k=0;:::;Nx�1

max
l=0;:::;Ny

max
m=0;:::;Nz

���E1;k+ 1
2 ;l;m

� Eexact1;k+ 1
2 ;l;m

��� :
The tables of results lists the maximum over components for lmax and l2 =qP3
k=1 l2 (Ek)

2
.
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G Matlab

All the Matlab functions can be found on the CD-ROM enclosed with this thesis.
For future research, in the sections below a short list of functions can be found
and a schematic representation of a recursive call of the F-cycle in the Matlab
multigrid solver.

G.1 Implementation Matlab code

Here the vectors, matrices and scalars are given which are used frequently in
the Matlab code.

clight0 scalar, speed of light
mu0 scalar, from i*omega*mu0*sigma*...
eps0 scalar, from eps=eps0*epsr
maxit scalar, maximum number of iterations
om scalar, omega
ex1a scalar, values 0 or 1, determines model
imodel scalar, determines case in model of ex1a
epsconv scalar, convergence tolerance level
imethod scalar, determines type of multigrid solver
mmm scalar, determines number of cells in each direction
alpha scalar, amount of grid stretching
xmin,xmax,... scalars, determine boundaries of domain
nx,ny,nz scalar, is number of cells in each direction, =2^mmm+1
xs,ys,zs scalar, placement of the source
iprint scalar, 0 or 1 for printing value of variables during evaluation
use bnd scalar, 0 or 1 for adapting boundaries with PEC
xx,yy,zz vectors, contain grid nodes, values from xmin to xmax

with distances dx,dy,dz between each node
g matrix, contains grid
s1,s2,s3 3D matrices, contain source term,

dim(s1)=(nx-1,ny,nz), dim(s2)=(nx,ny-1,nz), dim(s3)=(nx,ny,nz-1)
efac 3D matrix, =(i*om*mu0)*(sigma-(i*om*eps0)*epsr))

dim(efac)=dim(sigma)=dim(epsr)=(nx-1,ny-1,nz-1).
Values sigma, epsr depend on grid position.
Due to PEC efac not de�ned on boundaries

emur 3D matrix, =volume/mur, mur results from model description
e1,e2,e3 3D matrices, contain solution of Maxwell equation

dim(e1)=(nx-1,ny,nz), dim(e2)=(nx,ny-1,nz), dim(e3)=(nx,ny,nz-1)
eef vector, contains all components of e1, e2 and e3
src vector, contains all components of s1, s2 and s3
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G.2 Recursive call Matlab multigrid solver: e3db msol1

ncycmax = 2
while(it=0){lvl=0, restriction lvl 0}

ncycmax = 2
while(it=0){lvl=1, restriction lvl 1}

ncycmax = 2
while(it=0){lvl=2, restriction lvl 2}

ncycmax = 1
while(it=0){lvl=3, restriction lvl 3, it=1, cyc=1}

postsmooth lvl 2
it = 1, cyc = 1
while(it=0){lvl=2, restriction lvl 2}

ncycmax = 1
while(it=0){lvl=3, restriction lvl 3, it=1, cyc=1}

postsmooth lvl 2
it = 2, cyc = 2
while(it=0){lvl=2, restriction lvl 2}

postsmooth lvl 1
it = 1, cyc = 1
while (it=0){lvl=1, restriction lvl 1}

ncycmax = 1
while(it=0){lvl=2, restriction lvl 2}

ncycmax = 1
while(it=0){lvl=3, restriction lvl 3, it=1, cyc=1}

postsmooth lvl 2
it = 1, cyc = 1
while(it=0){lvl=2, restriction lvl 2}

postsmooth lvl 1
it = 2, cyc = 2

postsmooth 0
it = 1, lvl = 0, if(convergence) {break} else {new Fcycle}

Figure 29: Example of recursive call of F-cycle for Matlab Multigrid solver,
e3db msol1. On level 0, Nx = 17 and level 3, Nx = 3.
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