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Abstract

Since the 1950s, numerical models are widely used in reservoir simulators to predict and optimize oil re-
covery from petroleum reservoirs. Commercial simulators typically combine multiphase porous media flow
models with a separate module for the transport of tracers. By decoupling flow and transport, the transport
equation can be solved using a more accurate and efficient numerical scheme than the fully implicit first
order scheme that is commonly used to solve the flow equations. The accuracy of the numerical transport
scheme is of high importance in Enhanced Oil Recovery modelling in order to accurately predict the influ-
ence of EOR techniques on the oil production. Of all numerical methods considered in this research, the
explicit high-resolution flux-limiter method with the van Leer limiter performed best in terms of accuracy
and efficiency. The accuracy and monotonicity of the numerical transport scheme strongly depend on the
underlying flow solution. To ensure monotonicity of the scheme in all model situations considered, a partially
implicit method is introduced that switches to the monotone first order implicit scheme where necessary.

In addition, care must be taken when modelling influences of the polymer and surfactant concentration
on the flow. Bad choices can lead to instabilities or cause deviations in the model outcome. The conventional
approach for modelling the hydrodynamic acceleration of polymer via a constant velocity enhancement fac-
tor results in an ill-posed system. To obtain a well-posed system, some form of a saturation dependent veloc-
ity enhancement factor could be used instead. However, which physical and numerical model is best suited
for modelling the hydrodynamic acceleration remains an open question.

When modelling surfactant flooding, the implementation of a discontinuous transition in relative perme-
abilities around the surfactant front results in oscillations in the numerical solution over time. These oscil-
lations can be resolved or at least diminished by applying some form of interpolation between the two sets
of relative permeabilities. However, there is no guarantee that the oscillations disappear completely and the
interpolation function has to be carefully selected as it can have a large impact on the solution profile.
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1
Introduction

Mathematical models have been used since the late 19th century to describe the flow of fluids in petroleum
reservoirs. Since real fields are too complicated to be described exactly, many simplifications have to be
made to develop such a model. Solving the resulting model analytically is usually not possible, so numerical
methods are used to find and approximate solutions. Since the 1950s, these numerical models are widely
used in reservoir simulators to predict and optimise oil recovery from petroleum reservoirs. The more the
numerical models resemble the actual behaviour in the reservoir, the more reliable these predictions become,
so the need for accurate models and sophisticated computational tools is eminent.

1.1. Enhanced oil recovery
In the very early stage of oil recovery, the pressure in the reservoir is so high that oil is produced through the
created wells by natural decompression. This stage is referred to as primary recovery. It ends when the pres-
sure in the field is too low for flow against the pressure in the atmosphere. At this time usually 70-85% of the
hydrocarbons are still left in the reservoir. To maintain reservoir pressure and recover part of the remaining
oil, water or gas is injected into some wells (injection wells) while oil is produced through other wells (pro-
duction wells). This stage is called secondary recovery, or water flooding in case the injected fluid is water.
The efficiency of a water flood depends on many factors such as the oil viscosity and rock characteristics. In
the case of very viscous oil, the water is extremely mobile compared to the oil and production wells primar-
ily produce water in stead of oil. Also when a large amount of the oil is trapped in small pores, water is not
able to wash it out. Often 50% or more of the hydrocarbons remain in the reservoir after water flooding. Any
technique applied after secondary recovery is referred to as tertiary recovery.

Throughout all three phases enhanced oil recovery techniques can be used to recover more hydrocar-
bons from the reservoir. Enhanced oil recovery (EOR) is oil recovery by injection of materials not normally
present in petroleum reservoirs [12]. Several categories of EOR techniques exist of which chemical flooding
is an important one. Here chemicals such as alkaline, surfactant, polymer and/or foam are added to reduce
the fluid mobility and hereby improve the efficiency of the flood. The introduction of these techniques was
accompanied by the need for tools capable of modelling the complex physical phenomena as well as solving
the resulting sharply changing fluid interfaces associated with these techniques [7].

1.2. Reservoir simulation
Reservoir simulators typically use multiphase porous media flow models to describe the flow of a hydrocar-
bon gaseous phase, an aqueous phase and a hydrocarbon liquid phase through porous rock. These mod-
els consist of coupled, nonlinear, time-dependent PDE’s. An important problem in reservoir simulation is
how to develop a robust, stable, efficient and accurate solution scheme. The most common scheme applied
in commercial simulators is the fully implicit scheme, which solves all flow equations simultaneously and
implicitly with the advantage of producing a very stable scheme. Compared to explicit or partially implicit
methods it is however computationally more expensive and therefore not suited for problems that involve
many components [8]. In this light several commercial simulators contain a separate module for describing
the transport of components, an idea that originated in tracer flow modelling [19]. By decoupling flow and
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2 1. Introduction

transport, one not only gains efficiency but also the possibility to solve the transport using a more accurate
numerical scheme.

To perform the transport calculations, the module requires parameters from the flow simulator at each
time step. This communication, or coupling, between the separate transport module and the flow simulator
is one of the research subjects in this thesis. Especially in situations where a component influences the flow,
the coupling becomes important and bad choices can lead to instabilities or cause deviations in the model
outcome. These outcomes are used to predict the influence of components on the oil production, so errors in
the model or its numerical solution could lead to false predictions which in turn can lead to economic losses.
Having a correct description and accurate solution of the transport is therefore of high importance in EOR
simulation. This leads to the next two research subjects of this thesis: to have a closer look at the terms in the
transport equation used to model the various physical phenomena and to investigate the order of accuracy
of several numerical methods used to solve these transport equations.

The overall goal of this research is to determine the best way to discretise and couple flow and transport
equations in terms of robustness, stability, efficiency and accuracy.

1.2.1. Matlab Reservoir Simulation Toolbox
Since the focus is on solving the transport of components and not necessarily on solving the flow model it
is coupled to, tools from the free open-source Matlab Reservoir Simulation Toolbox (MRST) are used to set
up the flow solver. This toolbox contains a module with a set of fully implicit solvers based on automatic
differentiation (AD) [11], a technique that enables quick prototyping of new flow models. The framework
includes complex three-phase solvers with several components as well as simpler two-phase models with
only an aqueous and hydrocarbon liquid phase.

MRST also contains an EOR module capable of simulating two chemical flooding techniques, polymer
and surfactant injection [2], [10]. This module solves the transport of the chemicals simultaneously with the
flow using a fully implicit first order numerical method. Since the focus of this research is on decoupling the
flow and transport, a separate module is developed in Matlab as well and coupled to the MRST flow solver.

1.3. Structure of report
In this thesis the focus is only on very simple two-phase flow models. After primary recovery water is injected
with one or more special components on one end of the reservoir (injection well), while oil is produced at the
other end (production well). The reservoir is assumed to be homogeneous. In one and two dimensions this
simple reservoir setup is schematically given in Figure 1.1.

x = 0

Injector (I)

x = L

Producer (P)

(a) Simple 1D reservoir setup.

I

P

y

x

(b) Simple 2D reservoir setup.

Figure 1.1: Schematic reservoir setup in 1D and 2D with one injection well (I) and one procution well (P).

To be able to investigate the transport of the components, the underlying two-phase flow has to be well
understood first. Hence in Chapter 2 the mathematical model describing two-phase porous media flow is
derived together with its analytical and numerical solution. In Chapter 3 the model to describe the transport
of a component that has no influence on the flow, the passive tracer, is developed. An analytical solution is
derived and several numerical methods to solve the transport equation are discussed. Some of these numeri-
cal methods show non-monotonic behaviour which is further investigated in Chapter 4 and a new numerical
method to overcome this problem is proposed. In Chapter 5 and 6 two EOR components are introduced that
do influence the flow, polymer and surfactant. Their physical influence on the flow is discussed together with
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ways to model these physical phenomena. Analytical solutions using fractional flow theory are derived for
simplified cases. Next, the numerical methods developed in Chapter 3 and 4 are applied and evaluated in
terms of accuracy, stability and efficiency. Special attention is paid to the dependency and coupling between
flow and transport. Finally, the conclusions are given and discussed in Chapter 7.





2
Two-phase flow in porous media

The two-phase flow model of oil and water through a porous medium is derived, where it is assumed that no
mass transfer occurs between the phases. For immiscible porous media flow the mass conservation equation
for phase α is given by:

∂

∂t
(φραSα)+∇· (ραuα) = 0 for α ∈ {o, w}. (2.1)

It is assumed that both fluids are incompressible as well as the rock, which results in the simplified equations

φ
∂

∂t
(Sα)+∇· (uα) = 0 for α ∈ {o, w}.

These equations are written in terms of the the phase saturations Sα, the volume fraction occupied by phase
α, and the Darcy velocities uα. The porosity, which represents the ratio of accessible void volume in the rock,
is denoted by φ. The Darcy (or superficial) velocities are related to the actual velocities vα by uα =φvα.

In addition to the mass conservation equations, the momentum conservation equations are defined,
which are given in the form of Darcy’s law. This empirically derived law describes a linear relation between
the fluid velocity and the pressure gradient:

uα =−K krα

µα
(∇pα−ραg∇z).

The reservoir is taken horizontal, which means that the effect of gravity can be neglected. This gives the more
simplified expression

uα =−K krα

µα
(∇pα) =−λα∇pα.

Here pα denotes the phase pressure and λα the phase mobility, which will be addressed later on.
Substituting the Darcy velocities in the mass balance equations results in a system of two equations with

four unknowns (Sw ,So , pw , po), so two additional relations are necessary to complete the model. The first
relation requires that all available pore space is filled, i.e. the saturations add to one:

So +Sw = 1.

Secondly, the pressure difference between the phases due to the curvature and surface tension of the interface
is described by the capillary pressure Pc :

Pc = po −pw .

Combining all this results in the well posed system
φ ∂
∂t (So)−∇· (λo∇po) = 0

φ ∂
∂t (Sw )−∇· (λw∇pw ) = 0

So +Sw = 1, Pc = po −pw .

5



6 2. Two-phase flow in porous media

In this research, the pressure difference between the phases is neglected, i.e. Pc = 0, which simplifies the
system of equations even further to three equations with three unknowns:

φ ∂
∂t (So)−∇· (λo∇p) = 0

φ ∂
∂t (Sw )−∇· (λw∇p) = 0

So +Sw = 1,

(2.2)

where p = po = pw . To complete the two-phase flow model, boundary conditions must be imposed. On the
injector side of the reservoir a constant injection rate is assumed, while at the production side the pressure is
assumed constant.

2.1. Fractional flow equation
Adding the two mass conservation equations and using the fact that So + Sw = 1 results in ∇ · (uo +uw ) =
∇·uT = 0, meaning that the velocity field is divergence free. In terms of the pressure p this can be written as:

∇·uT =∇· (u0 +uw ) =−∇· [(λo +λw )∇p] = 0. (2.3)

By substituting this into (2.2), the pressure p can be eliminated and the so-called fractional flow equation is
obtained

φ
∂

∂t
(Sw )+∇·

(
λw

λw +λo
uT

)
= 0

φ
∂

∂t
(Sw )+uT ·∇

(
λw

λw +λo

)
= 0

φ
∂

∂t
(Sw )+uT ·∇( fw (Sw )) = 0, (2.4)

where fw is the fractional flow function of the water phase.
In one dimension the solution to equation (2.3) is very simple, i.e. uT (x) = qT where qT is the injection

velocity which is known from the imposed boundary condition. For the one-dimensional problem only the
fractional flow equation must be solved to obtain the water saturation

φ
∂

∂t
(Sw )+uT

∂

∂x
( fw (Sw )) = 0, (2.5)

and the oil saturation follows from So+Sw = 1. Equation (2.5) is known as the Buckley-Leverett (BL) equation.
The fractional flow fw (Sw ) is an S-shaped, nonlinear function of the water saturation Sw , involving both the
oil and water mobility:

fw (Sw ) = λw

λw +λo
=

K kr w
µw

K kr w
µw

+ K kr o
µo

= kr w (Sw )

kr w (Sw )+ µw
µo

kr o(Sw )
,

where µw and µo represent the phase viscosities. K is the absolute permeability, a rock property that de-
scribes how easily fluids can travel through the porous medium, and the relative permeability functions
krα(Sw ) correspondingly describe how easily phase α flows through the medium depending on the satu-
ration of that phase. Relative permeability values lie between zero and one such that the phase permeability
kα = K krα lies between zero and the absolute permeability. A popular analytic expression for two-phase
relative permeability functions is proposed by Corey [12]:

kr w (Sw ) = ko
r w

(
Sw −Swc

1−Swc −Sor

)nw

kr o(Sw ) = ko
r o

(
1−Sw −Sor

1−Swc −Sor

)no

where Swc ,Sor are the connate water and residual oil saturations, ko
r w ,ko

r o are the endpoints of the relative
permeabilities and no ,nw are the Corey coefficients. The values of these parameters determine the shape of
the functions and can be chosen to capture the correct pore-level displacement physics, fluid-fluid properties
and rock-fluid properties. Typical relative permeability curves and the corresponding fractional flow function
are shown in Figure 2.1.
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(a) Relative permeability functions (b) Fractional flow function

Figure 2.1: Typical two-phase relative permeabilities and the corresponding fractional flow function.

2.2. Analytical solution in 1D
Consider the nonlinear BL equation (2.5), which can be written as

(Sw )t + ( f (Sw ))x = 0 (2.6)

with f (Sw ) = uT
φ fw (Sw ), and impose the following Riemann initial data

Sw (x,0) =
{

Si n j
w x < 0

S0
w x ≥ 0.

(2.7)

For uT > 0 the solution of this problem represents the solution in a reservoir on x > 0, where at t = 0 the water
saturation is constant throughout the reservoir and from that time water is injected at x = 0 at a constant rate.
Equation (2.6) can be written in the quasilinear form

∂Sw

∂t
+ d f

dSw

∂Sw

∂x
= ∂Sw

∂t
+ uT

φ

d fw

dSw

∂Sw

∂x
= 0. (2.8)

The flux function f is S-shaped, so neither convex nor concave, which means that the characteristic speed(
d X
d t

)
Sw

= uT
φ

d fw
dSw

changes sign at the inflection point of f . Consequence is that following the characteristics

fails and results in a nonphysical triple valued solution. For the relative permeabilities and fractional flow
function of Figure 2.1 this nonphysical solution is shown in Figure 2.2a. As a constant initial reservoir state

S0
w = Swc = 0.15 is taken and pure water (Sw = 1) is injected, which means that Si n j

w = 1−Sor = 0.8. The equal
area rule is then used to replace the triple valued solution by a correct shock, see Figure 2.2b. The resulting
weak solution involves both a shock and a rarefaction wave and is called a compound wave [13].

To determine if a weak solution of equation (2.5) is physically admissible, i.e. to determine the correct

position of the shock, we apply the Oleinik entropy condition, which states that for all S between Si n j
w and S0

w
we require:

f (S)− f (Si n j
w )

S −Si n j
w

≥σ≥ f (S)− f (S0
w )

S −S0
w

.

Here σ is the speed of the discontinuity, which is given by the Rankine–Hugoniot jump condition [13]:

σ= f (S0
w )− f (Si n j

w )

S0
w −Si n j

w

.

With reference to Figure 2.2b we see that the characteristic velocity at saturation S∗ is equal to the shock

velocity. From the characteristics the speed left of the shock is known to be d f
dSw

(S∗) = uT
φ

d fw
dSW

(S∗), which



8 2. Two-phase flow in porous media

(a) Nonphysical solution of Sw (x, t ). (b) Buckley-Leverett solution of Sw (x, t ).

Figure 2.2: Analytical solution of two-phase porous media flow with Riemann initial data for certain time t > 0.

means that the saturation S∗ can be found by solving

d fw

dSw
(S∗) =σ= fw (S∗)− fw (S0

w )

S∗−S0
w

. (2.9)

The solution of this equation is a straight line through (S0
w , fw (S0

w )) with slope d fw
dSW

(S∗), which means that in
the point S∗ it is tangent to the fractional flow function fw (Sw ). This straight line represents the shock wave

and the part of the fractional flow function from S∗ to Si n j
w represents the rarefraction wave of the solution. A

schematic illustration of this construction is shown in Figure 2.3. The resulting BL solution at a certain time t
is shown in Figure 2.4.

Figure 2.3: Schematic illustration of the construction of a physically
admissible solution. S∗ denotes the shock saturation.

Figure 2.4: Buckley-Leverett solution at a certain time t > 0 with
So (x, t ) shown in red and Sw (x, t ) in blue.

2.3. Numerical solution
The analytical solution derived in the previous section only holds for a very simplified one dimensional case.
For more advanced problems a numerical method is needed to solve the system of equations. Since most
contemporary commercial reservoir simulators use the compressible formulation (2.1) and solve the coupled
flow equations using a fully implicit discretization, that is also the approach taken in this research. The way
this approach is implemented in MRST is discussed in the next section. For analysis purposes, methods to
solve the fractional flow equation (2.4) numerically are treated as well.
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2.3.1. Fully implicit discretization
The fully implicit method combines an implicit method for the time discretization with a finite volume (FV)
method for the spatial discretization. In 1D the reservoir is taken finite at x ∈ [0,L] and is divided into N
equally sized grid blocks ci , with center xi and boundaries xi−1/2 and xi+1/2, see Figure 2.5. A cell centered
discretization is used, which means that the unknowns are calculated at the cell centers. In order to apply

x = 0 x = L

x1

xi−1/2 xi+1/2

xi xi−1

∆x

xi+1 xN

ci

Figure 2.5: Grid.

the finite volume method a constant cross-section Ac = ∆y∆z is introduced such that each grid block has a
volume of Vc =∆x∆y∆z.

In one dimension the compressible mass-conservation equations are given by

∂

∂t
(φραSα)+ ∂

∂x
(ραuα) = 0 for α ∈ {o, w},

with uα = −λα ∂pα
∂x . In MRST, the phase densities are not entered into the model directly but are calculated

from the surface densities ρα,sc using so-called formation volume factors (FVF) Bα:

ρα = ρα,sc

Bα
.

Substituting this expression and cancelling the surface density results in the simplified model equations

∂

∂t

(
φSα
Bα

)
+ ∂

∂x

(
uα
Bα

)
= 0 for α ∈ {o, w}. (2.10)

Since this thesis only covers incompressible flow, the FVF will be left out of the notation when discussing the
discretization.

Integrating equation (2.10) over one grid cell results in∫
Vc

∂

∂t
(φSα) d x =−

∫
Vc

∂

∂x
(uα) d x =

∫
Vc

∂

∂x

(
λα

∂pα
∂x

)
d x

∆y∆z
∫

ci

∂

∂t
(φSα) d x =∆y∆z

∫
ci

∂

∂x

(
λα

∂pα
∂x

)
d x =∆y∆z

[
λα

∂pα
∂x

]xi+1/2

xi−1/2

:= Fα,i+1/2 −Fα,i−1/2,

where Fα,i+1/2 and Fα,i−1/2 represent the fluxes through the left and right cell boundaries. The pressure gra-
dient in the flux terms is approximated by a finite difference scheme, i.e.

Fα,i+1/2 =∆y∆z λα,i+1/2
pα,i+1 −pα,i

∆x
.

Furthermore, the mobility at the boundary

λα,i+ 1
2
=λα(Sα,i+1/2) = kkrα(Sα,i+1/2)

µα
,

is evaluated using a single-point upstream scheme:

λα,i+ 1
2
=

{
λα(Sα,i ) = kkrα(Sα,i )

µα
if flow from i → i +1

λα(Sα,i+1) = kkrα(Sα,i+1)
µα

if flow from i +1 → i

Since the injector is placed at the left end of the reservoir (see Figure 1.1a), the flow is from left to right and
the fluxes can thus be expressed as

Fα,i+1/2 =∆y∆z λα,i
pα,i+1 −pα,i

∆x
=∆y∆z

kkrα(Sα,i )

µα

pα,i+1 −pα,i

∆x
.
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An implicit-time integration method is used to evaluate these fluxes

∆y∆z
∫

ci

∂

∂t
(φSα) d x = F n+1

α,i+1/2 −F n+1
α,i−1/2,

and the time derivative is approximated by a first order backward scheme, i.e.

∂

∂t
(φSα) =φ Sn+1

α −Sn
α

∆t
.

Applying the midpoint rule gives

∆y∆z
∫

ci

∂

∂t
(φSα) d x ≈∆y∆z

∫
ci

φ
Sn+1
α,i −Sn

α,i

∆t
d x =∆x∆y∆z φ

Sn+1
α,i −Sn

α,i

∆t
.

Combining all this, the fully implicit discretization scheme for fluid phase α is given by

φVc

Sn+1
α,i −Sn

α,i

∆t
= Ac

(
λn+1
α,i

pn+1
α,i+1 −pn+1

α,i

∆x
−λn+1

α,i−1

pn+1
α,i −pn+1

α,i−1

∆x

)
, (2.11)

for all internal grid cells. The boundary conditions are incorporated into the expression by assuming a con-
stant injection rate at the left boundary and a constant pressure at the right boundary.

In MRST, the primary unknowns are chosen to be Sw and po and the other two unknowns follow from
the capillary pressure relationship and the fact that

∑
α Sα = 1. Since the mobility is a nonlinear function of

the unknown saturation Sn+1
α , the resulting discrete system is nonlinear. To solve this system of nonlinear

equations the most common method, which is the Newton method (also called Newton-Rhapson method),
is used in MRST.

Newton method
The discretized equations (2.11) can be written in residual form as

Rα,i =φVc

Sn+1
α,i −Sn

α,i

∆t
− Ac

(
λn+1
α,i

pn+1
α,i+1 −pn+1

α,i

∆x
−λn+1

α,i−1

pn+1
α,i −pn+1

α,i−1

∆x

)
= 0.

Rewriting this into the two unknowns Sw , for simplicity denoted as S, and p (since pw = po = p) a system of
two equations for every grid cell is obtained:

Rw,i =φVc
Sn+1

i −Sn
i

∆t
− Ac

(
λn+1

w,i

pn+1
i+1 −pn+1

i

∆x
−λn+1

w,i−1

pn+1
i −pn+1

i−1

∆x

)

Ro,i =φVc
(1−Si )n+1 − (1−Si )n

∆t
− Ac

(
λn+1

o,i

pn+1
i+1 −pn+1

i

∆x
−λn+1

o,i−1

pn+1
i −pn+1

i−1

∆x

)
.

Collecting all the discrete equations, the resulting system of nonlinear equations can be written in short vec-
tor form as

R(xn+1;xn) = 0,

where xn+1 is the vector of unknowns, i.e.

xn+1 = [
Sn+1

1 , pn+1
1 ,Sn+1

2 , pn+1
2 , . . . ,Sn+1

N , pn+1
N

]
.

This system of equations is solved every time step using the following iterative scheme

dR

dx
δxk+1 =−R(xk ), k = 0,1, . . .

where J = dR/dx is the Jacobian matrix of the residual R(x) andδxk+1 the Newton update at iteration k+1. The
new iteration xk+1 is obtained from the old one by xk+1 = xk+δxk+1. This process continues until ||R(x)||∞ < ε
for some given tolerance level ε. The final iteration is then used as the solution at the new time level, xn+1.

Convergence of the Newton process is highly dependent on the accuracy of the Jacobian. For complex
flow models, analytical derivation of the Jacobian can be very time consuming and prone to errors. MRST cir-
cumvents this problem by using automatic differentiation (AD), which allows for the Jacobian to be computed
for any function that is implemented as a sequence of algebraic operations [11]. The idea of this technique
is that you keep track of variables and their derivatives simultaneously; all operations applied to the variable
are applied in differential form to its derivative.
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2.3.2. Fractional flow discretization
To solve the fractional flow function numerically, an implicit and explicit upwind method will be considered.
Remember that in 1D the fractional flow function is given by

φ
∂Sw

∂t
+uT

∂ fw (Sw )

∂x
= 0.

An implicit-time discretization combined with a single-point upstream method then results in the following
scheme

φ
Sn+1

i −Sn
i

∆t
=−uT

fw
(
Sn+1

i

)− fw
(
Sn+1

i−1

)
∆x

Sn+1
i = Sn

i − uT

φ

∆t

∆x

[
fw

(
Sn+1

i

)− fw
(
Sn+1

i−1

)]
.

Similar to the fully implicit case, this method is nonlinear in the unknown Sn+1
i and needs to be solved using

the iterative Newton method.
For an explicit-time discretization the scheme is

Sn+1
i = Sn

i − uT

φ

∆t

∆x

[
fw

(
Sn

i

)− fw
(
Sn

i−1

)]
(2.12)

which is linear in Sn+1
i and can therefore be solved directly.

2.3.3. Accuracy, stability and efficiency
For linear equations the implicit discretization scheme is unconditionally stable. On the other hand, the ex-
plicit scheme given by (2.12) is conditionally stable. A necessary condition for stability of this explicit upwind
method is that [13]:

C = ∆t

∆x
|vmax| ≤ 1 (2.13)

where vmax represents the largest wave speed that is encountered. This condition is called the CFL condition,
named after Courant, Friedrichs, and Lewy, and C is called the Courant number. The characteristic speed of
the flow is given by uT

φ f ′
w (S), where f ′

w (S) = d fw /dS, which results in the necessary stability condition:

C = max
S

∣∣∣∣∆t

∆x

uT

φ
f ′

w (S)

∣∣∣∣≤ 1. (2.14)

For the explicit scheme applied to the quasilinear equation (2.8) with constant f ′
w (thus turning it into a linear

equation), i.e.

Sn+1
i = Sn

i − ∆t

∆x

uT

φ
f ′

w

[
Sn

i −Sn
i−1

]
, (2.15)

this CFL criterion is also sufficient to prove stability. For linear methods stability analysis is particularly easy
in the 2-norm by applying von Neumann stability analysis. Substituting Sn

I = e iξI∆x into equation (2.15) we
obtain:

Sn+1
I =

(
1− ∆t

∆x

uT

φ
f ′

w

)
Sn

I + ∆t

∆x

uT

φ
f ′

w Sn
I−1

=
(
1− ∆t

∆x

uT

φ
f ′

w

)
e iξI∆x + ∆t

∆x

uT

φ
f ′

w e iξ(I−1)∆x

=
[(

1− ∆t

∆x

uT

φ
f ′

w

)
+ ∆t

∆x

(
uT

φ
f ′

w

)
e−iξ∆x

]
e iξI∆x

= g (ξ,∆x,∆t ) Sn
I .

For the scheme to be stable it must hold that |g (ξ,∆x,∆t )| ≤ 1 for all ξ. As ξ varies, g lies on a circle of radius
∆t
∆x

uT
φ f ′

w in the complex plane, centered on the real axis at
(
1− ∆t

∆x
uT
φ f ′

w

)
. For 0 ≤ ∆t

∆x
uT
φ f ′

w ≤ 1, this circle lies

entirely inside the unit circle, which indeed proves stability in the 2-norm if (2.14) is satisfied.
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For the nonlinear scheme (2.12) proving stability is much more difficult. For nonlinear schemes T V -
stability can be used for considering stability, which requires the total variation of the method to be bounded
for all n and ∆t , i.e.

T V (Sn) =∑
i

∣∣Sn
i −Sn

i−1

∣∣≤ r (2.16)

for some constant r > 0. Proving that a nonlinear scheme satisfies this condition is tedious and often not even
possible [13].

Although the implicit scheme is unconditionally stable for the linear case, there is no guarantee that the
Newton solver described in section 2.3.1 converges to the correct solution. For too large time steps, the
method may compute updates that do not point towards the correct solution. In MRST this problem is solved
by a mechanism that reduces the time step if the method has not converged after a certain number of itera-
tions. This solves the convergence problem, but also increases the amount of iterations needed per time step
and thereby the computational costs per time step. To maintain efficiency it is therefore important that the
time step is not taken too large. To get a sense of what too large is: Courant numbers of below five can be
chosen without encountering any convergence problems. Compared to the explicit scheme, five times larger
time steps can thus be taken without having stability or convergence problems.

The increase in stability obtained by the implicit method is gained at the cost of the accuracy of the
method. Applying truncation error analysis to the quasi-linear equation (2.8) results in the following ex-
pression for the truncation error for the fully implicit discretization [20]

τn+1 =
[
∆t

2
+Uw

∆x

2

]
St x +O(∆3),

where Uw = φ

uT f ′
w

. For the explicit approximation this expression is slightly different:

τn+1 =
[
−∆t

2
+Uw

∆x

2

]
St x +O(∆3).

Both methods are first order accurate, but the truncation error of the implicit method grows monotonically
with ∆t ,∆x and exceeds the error of the explicit method. Note that when ∆t = Uw∆x, the first order error
term in the explicit method disappears completely and a higher accuracy is obtained.

The local truncation errors are derived using Taylor series expansion, which assume smoothness of the
underlying solution. Around discontinuities, like the shock in Figure 2.4, these approximations do not hold
and the accuracy is even less than first order [13]. The formal order of accuracy of the method can be deter-
mined by looking at the behaviour of the error at some fixed time tn :

||E ||1 =∆x
N∑

i=1
|Ei | =∆x

N∑
i=1

|Sn
i −S(xi , tn)|.

For a method with order of accuracy p this error is expected to behave like

||E ||1 = c(∆x)p

as ∆x → 0 for some constant c. On a log-log scale the error then behaves linearly with a slope equal to the
order of accuracy:

log |E | ≈ log |c|+p log |∆x|.
Looking at Figure 2.6, it can thus be concluded that the formal accuracy of the flow solver is indeed less than
first order. While refining the grid, the ratio ∆t/∆x was kept constant and the Courant number was around
one. By allowing the ratio ∆t/∆x to change, the convergence in ∆t and ∆x can be viewed separately as well.
As shown in Figure 2.7, the convergence in ∆x goes faster than in ∆t .

Besides stability and accuracy, computational efficiency of the solution scheme also has to be taken into
account. For a fully implicit solver the computation time depends mostly on the amount of Newton iterations
needed per time step and the time it takes to solve the linearized system each iteration. A nonlinear tolerance
of ε = 10−6 was used, resulting in an average of one to six iterations per time step for all situations shown
in Figure 2.7. Most iterations were used during the first time step. When keeping the ratio ∆t/∆x fixed at a
Courant number of approximately one, the average amount of iterations comes down to two, which indicates
a rapid convergence of the Newton method. The resulting CPU-times are shown in Table 2.1 and will be used
as a base case throughout this research to compare efficiency of the developed transport solvers.
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Figure 2.6: Log-log plot of the error versus the amount of grid cells N showing that the flow solver has a convergence rate smaller than
one.

(a) With ∆t = T /100. (b) With N = 100.

Figure 2.7: Solution of the fully implicit flow solver at a certain time t for different values of ∆x and ∆t .

N CPU-time [s]
10 1.605
40 2.716

100 6.628
400 28.189

1000 79.970

Table 2.1: CPU-times of the flow solver for for increasing amount of grid cells with constant ratio ∆t/∆x.
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2.3.4. Extension to two dimensions
Extending the flow solver to two dimensions happens automatically in MRST if a 2D grid is supplied. How-
ever, for analysis purposes the discretization in two dimensions is explained shortly.

In two dimensions an identical process is applied as in the one dimensional case, only now a finite reser-
voir of (x, y) ∈ [0,L]× [0,L] is taken and divided it into N ×N equally sized grid blocks ci j given by

ci j = [xi−1/2, xi+1/2]× [y j−1/2, y j+1/2],

with cell centered grid points
{
(xi , y j )

}N ,N
i , j=1. In two dimensions the flow equations are given by

φ
∂

∂t
(Sα)+∇· (uα) = 0 for α ∈ {o, w}, (2.17)

with

uα =−Kkrα

µα
(∇p) =−λα∇p.

In multiple dimensions the permeability K is generally full tensor instead of a scalar, i.e.

K =
[

Kxx Kx y

Ky x Ky y

]
.

However, for simplicity we assume that it is a diagonal tensor K = diag(Kxx ,Ky y ), which means that we assume
the porous medium is isotropic.

Similar to in 1D a FV method is applied. Integrating equation (2.17) over the control volume Vc results in∫
Vc

∂

∂t
(φSα) dV +

∫
Vc

∇· (uα) dV = 0

∆z
∫

ci j

∂

∂t
(φSα)+∆z

∫
ci j

∇· (uα) dV = 0.

Applying Gauss’ divergence theorem gives

∆z
∫

ci j

∂

∂t
(φSα)+∆z

∫
δci j

uα ·n dV = 0.

Using the fact that K is diagonal, the boundary integral can be evaluated as∫
δci j

(uα) ·n dV =∆y uα,x

∣∣∣(xi+1/2,y j )

(xi−1/2,y j )
+∆x uα,y

∣∣∣(xi ,y j+1/2)

(xi ,y j−1/2)
.

where

uα,x
∣∣
(xi−1/2,y j ) =− Kxx

(krα)i−1/2, j

µα

∂p

∂x

∣∣∣∣
(xi−1/2,y j )

=−Kxx
krα(Sα,i−1/2, j )

µα

pi −pi−1

∆x
.

As in 1D, a single-point upstream scheme is used to evaluate krα(Sα,i−1/2, j ):

uα,x
∣∣
(xi−1/2,y j ) =−Kxx

krα(Sα,i j )

µα

pi −pi−1

∆x
.

Using the same time discretization as in the one dimensional case, we arrive at the fully implicit scheme for
the two-dimensional case:

φVc

Sn+1
α,i j −Sn

α,i j

∆t
=−∆y∆z uα,x

∣∣∣(xi+1/2,y j )

(xi−1/2,y j )
−∆x∆z uα,y

∣∣∣(xi ,y j+1/2)

(xi ,y j−1/2)
. (2.18)

At the boundaries no-flow conditions are assumed and at the injector and producer a constant injection rate
and constant pressure are imposed, similar to in 1D.



3
Transport of passive tracers

Tracers are chemical substances that can be added to fluids to track their movements . Various types of tracers
have been used in hydrocarbon reservoirs over the years with the main purpose of acquiring information
about fluid flow in the reservoir. This information is used to improve the description of the reservoir and
thereby reduce uncertainties in the reservoir model. In all reservoir flooding cases, but especially in enhanced
oil recovery applications, this information can be crucial in predicting and maximising the oil recovery [1].

Roughly speaking, tracers can be divided into two types, passive and active tracers. Active tracers influ-
ence the flow by changing the physical properties of the host fluid (such as density, viscosity, etc.), while pas-
sive tracers follow the fluids without affecting their physical properties. Tracers can remain in the fluid phase
in which they are injected (non-partitioning tracer) or partition between the available phases (partitioning
tracer). In this section the transport model for a non-partitioning passive water tracer is discussed.

A typical tracer transport equation includes convection, diffusion, dispersion, adsorption and source
terms. Since tracer transport is mostly dominated by convection [22] rather than dispersion and diffusion, the
latter terms are omitted from the transport equation. Adsorption only delays the tracer flow without drasti-
cally changing its solution so this term is omitted as well, see [17]. Furthermore, the fundamental assumption
is made that the tracer has no mass and therefore also does not occupy any volume. The conservation equa-
tion for a passive water tracer is thus given by the simple advection equation

∂

∂t
(φρw Sw c)+∇· (ρw cuw ) = q,

where c is the tracer concentration (or mass-fraction) in water. Using the incompressibility of the water and
rock this equation can be simplified to

φ
∂

∂t
(Sw c)+∇· (c uw ) = qw ,

where qw = q/ρw . This source term is only nonzero at the injection side of the reservoir and is therefore
incorporated into the boundary condition. So the final conservative form of the tracer transport equation
becomes:

φ
∂

∂t
(Sw c)+∇· (c uw ) = 0. (3.1)

Since Sw and uw are known and independent of c this is simply a variable-coefficient linear advection equa-
tion.

3.1. Analytical solution
In 1D equation (3.1) turns into

φ
∂

∂t
(Sw c)+ ∂

∂x
(c uw ) = 0. (3.2)

15
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To solve this equation for the unknown concentration c on x ∈R, Riemann initial data are imposed:

c(x,0) =
{

c̄ x < 0

0 x ≥ 0.
(3.3)

As in Section 2.2, we take uT > 0 and thus uw > 0, such that the solution for x > 0 represents the solution in a
reservoir on x > 0 where from t = 0 water with a constant tracer concentration c̄ is injected at x = 0. The water
saturation and velocity are assumed to be known from the flow equation. Since the tracer does not influence
the flow, the initial concentration profile (3.3) simply travels through the reservoir. The solution of the con-
served quantity Sw c thus contains a discontinuity at the point where there is a jump in c. This discontinuity
marks the point at which the water with tracer (Sw c) is in contact with the water without tracer (Sw ) and is
therefore called a contact discontinuity [12]. The location of the discontinuity can be found by applying the
Rankine–Hugoniot jump condition for systems, which in this situation states that at the discontinuity, the
tracer velocity must equal the water velocity (see Appendix A).

The tracer velocity can be found by evaluating the derivatives in equation (3.1) and using the mass-
conservation equation for the water phase

φSw
∂c

∂t
+uw

∂c

∂x
= 0,

which after substituting of uw = uT fw (Sw ) can be written as

∂c

∂t
+ uT fw (Sw )

φSw

∂c

∂x
= 0. (3.4)

From the method of characteristics it directly follows that the characteristic velocity of the tracer is given by

d X

d t
= uT fw (Sw )

φSw
. (3.5)

In section 2.2 the characteristic water velocity was shown to be d X
d t = uT

φ
d fw
dSw

(Sw ) which means that the con-

tact discontinuity saturation S∗ can be found by solving

fw (S∗)

S∗ = d fw

dSw
(S∗).

The solution of this equation is similar to that of equation (2.9), only in this case it is a straight line through

(0,0) with slope d fw
dSW

(S∗). This straight line represents the shock wave separating the water with tracer from
the water without tracer. From S∗ the tracer front location can be determined by

x(t ) = uT fw (S∗)

φS∗ t .

The analytical solution of the tracer concentration c(x, t ) with initial data (3.3) is thus given by

c(x, t ) =
{

c̄ x
t < uT fw (S∗)

φS∗
c

0 x
t ≥ uT fw (S∗)

φS∗
c

.
(3.6)

This solution together with the schematic illustration on how to find S∗ are shown in Figure 3.1.

3.2. Numerical solution
For more complicated problems than the ones considered in this research, the tracer transport equation must
be solved numerically. Since the passive tracer has no influence on the flow, the equations can be solved
completely separatly from the flow equation. After solving the flow, the obtained discrete values of Sw and
uw are used to solve the transport equation for the tracer concentration c. The grid spacing and time steps
are adopted from the flow solver as well, meaning that ∆t and ∆x are fixed. Several numerical methods are
available to solve equation (3.1). Three first order methods are discussed, followed by three high-resolution
methods. This is all done for the one dimensional case first, whereafter an extension to two dimensions is
given.
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(a) Schematic illustration of the construction of the tracer
solution. S∗ denotes the tracer shock saturation while S∗

w ater
denotes the water shock saturation.

(b) Solution of Sw (x, t ), c(x, t ) at a certain time t > 0. The water
saturation Sw (x, t ) is shown in blue, the grey coloured area

represents water with tracer (Sw c) and the normalized tracer
concentration c(x, t )/c̄ is shown in green.

Figure 3.1: Analytical solution of a passive tracer in two-phase porous media flow with Riemann initial data for certain time t > 0.

3.2.1. First order methods
Similar to the two-phase flow, the transport equation is discretized using a finite volume method combined
with a first order temporal discretization:

φVc
(Sw c)n+1

i − (Sw c)n
i

∆t
=−Ac

(
ci+1/2uw,i+1/2 − ci−1/2uw,i−1/2

)
.

For the advective fluxes an upwind approximation is used, which results in the following scheme:

(Sw c)n+1
i = (Sw c)n

i − ∆t

φ∆x

(
ci uw,i − ci−1uw,i−1

)
(Sw c)n+1

i = (Sw c)n
i − ∆t

φ∆x
(Fi+1/2 −Fi−1/2) . (3.7)

At the left boundary water with a constant tracer concentration c̄ is injected, i.e. cn
0 = c̄. The water velocity at

this boundary is equal to the injection velocity un
w,0 = ui n j .

Dependent on how the fluxes Fi±1/2 are evaluated, the following first order schemes are obtained

• Explicit:

Fi+1/2 = F n
i+1/2 = cn

i un
w,i (3.8)

• Semi-implicit:

Fi+1/2 = cn
i un+1

w,i (3.9)

• Implicit:

Fi+1/2 = F n+1
i+1/2 = cn+1

i un+1
w,i (3.10)

Each of this schemes is used to solve equation (3.7) for the unknown value (Sw c)n+1
i . The tracer concentration

at time level t n+1 then follows from cn+1
i = (Sw c)n+1

i

Sn+1
w,i

. The division by Sn+1
w,i can lead to nonphysical values for

cn+1
i and numerical difficulties in case Sn+1

w,i is close to zero. To prevent this from happening all saturation
values smaller than some chosen tolerance level ε are replaced by ε. This tolerance level should be in line
with the accuracy of the nonlinear solver used to compute Sw .
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(a) Solved using 50 cells and time steps. (b) Solved using 500 cells and time steps.

Figure 3.2: Numerical solution of Sw (x, t ) and c(x, t )/c̄ for different first order methods at a certain time t > 0.

Accuracy
Numerical solutions for the situation of Figure 3.1b are shown in Figure 3.2a. All first order upwind methods
introduce a great deal of numerical diffusion, yielding poor accuracy and smearing of the tracer front. From
Figure 3.2a it can be seen that this numerical diffusion is most present in the implicit method. Refining the
grid ten times (and scaling the time steps appropriately) severely reduces this numerical diffusion, but the
discontinuity in c is still smeared, see Figure 3.2b.

Another observation from Figure 3.2a is that the explicit method shows concentration values above the
injection concentration. This non-monotone behaviour of the solution is nonphysical and will be further
addressed in Chapter 4.

Stability
Although the implicit method is the least accurate of all first order methods, it does have the advantage of
producing a much more stable scheme. On the other hand, both the explicit and semi-implicit method are
only conditionally stable. All methods are linear in c with variable coefficients Sw (x, t ) and uw (x, t ). For linear
methods, stability is obtained if

||cn+1|| ≤ (1+α∆t )||cn ||
for some constant α [13]. This form of stability is generally referred to as Lax-Richtmeyer stability. From the
Lax equivalence theorem it follows that if the method is stable, then it is also convergent. Since the numerical
methods are all consistent and conservative, we can conclude from the Lax-Wendroff theorem that if the
methods converge, then they converge to a weak solution c(x, t ) of the conservation law (3.1). This theorem
was also proven to be true for linear equations with variable coefficients by Richtmeyer and Morton (1967).

However, proving stability for linear methods with variable coefficients is not trivial. If the coefficients are
frozen at a certain point, then von Neumann analysis can be applied to find a local stability criterion. This
condition leads to the necessary condition for stability in the form of the CFL condition:

CT = max
Sw

∣∣∣∣ ∆t

φ∆x

uw (Sw )

Sw

∣∣∣∣= max
Sw

∣∣∣∣∆t

∆x

uT

φ

fw (Sw )

Sw

∣∣∣∣≤ 1, (3.11)

where CT denotes the tracer Courant number. Since max
S

(
f ′

w (S)
)≥ max

S

(
fw (S)

S

)
for a general flux function like

the one in Figure 2.1b, it holds that C ≥CT , where C is the Courant number of the flow given by equation 2.14.
This means that if the numerical scheme of the flow satisfies C ≤ 1, then the necessary stability criterion for
the transport equation is automatically satisfied.

The CFL condition is only a necessary condition for stability. In order to get a sufficient condition for
stability of linear methods with variable coefficients, the von Neumann method has to be generalised. One
way to do is to prove stability in the energy norm, i.e.

||cn+1||∆x
2 =

√
∆x

∑
i

(cn+1
i )2 ≤ (1+∆x)||cn ||∆x

2 ,
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by using some properties of the numerical solution operator. An example of how this is done for the advection
equation with variable coefficients is given in [16].

Computational cost
In matrix-vector notation, the explicit and semi-implicit schemes can be written as

(Swc)n+1 = (Swc)n − A cn

with A a band matrix with nonzero entries on the diagonal and lower diagonal only. Per row this computation
requires four operations (two multiplications and two deductions), so per time step the computational cost is
4N operations, where N is the amount of grid cells. Retrieving cn+1 from (Swc)n+1 costs another N operations,
which brings the total to 5N operations per iteration.

For the implicit scheme the linear system

B cn+1 = (Swc)n

is solved by backward substitution, i.e.

cn+1
1 = (Sw c)n

1

B1,1

cn+1
i = (Sw c)n

i −Bi ,i−1cn+1
i−1

Bi ,i
for i = 2. . . N .

This computation requires four operations per row as well. Combined with the operation to construct Bi ,i−1

this results again a total of 5N operations per iteration.
So in terms of computational costs all three first order methods are equal.

3.2.2. High-resolution methods
In the previous section it was shown that first order methods severely smear the solution. To reduce the nu-
merical diffusion introduced by the first order methods, high-resolution methods are implemented. These
methods combine first order schemes with higher order schemes. When the underlying solution is smooth,
the higher order (in our case second order) scheme is applied, while around discontinuities the method
switches to the first order scheme. This approach is highly effective in advection problems, where the first
order upwind scheme is very diffusive and the second order upwind scheme results in oscillations around
the discontinuity [13]. Several classes of high-resolution methods exist, but the focus in this research is solely
on total variation diminishing (TVD) flux-limiter methods, which guarantee that no nonphysical oscillations
will arise in the solution. Multiple examples exist in literature where this class of methods has been success-
fully implemented in reservoir simulators to solve both flow and transport equations [1,5,6,14, 15,19, 22].

The flux limiter method combines a lower-order flux function with a higher-order flux function, i.e.

Fi+1/2 = FL,i+1/2 +Φi+1/2
[
FH ,i+1/2 −FL,i+1/2

]
, (3.12)

where FL is the lower-order flux function, FH the higher-order flux function and Φ the flux limiter function.
The value of the flux limiter depends on θ, i.e. Φi+1/2 =Φ(θi+1/2), with

θi+1/2 = ∆ci−1/2

∆ci+1/2
= ci − ci−1

ci+1 − ci
.

When the data is smooth, θi+1/2 ≈ 1, the higher-order flux is used, Φ(1) = 1, while around discontinuities
where θi+1/2 ≈ 0 the method switches to the first order flux,Φ(0) = 0. If a so-called TVD limiter is used, then it
is possible to prove that the resulting flux-limiting scheme will be TVD [13]. This means that the total variation
of the solution defined by

T V (c) =
N∑

i=1
|ci − ci−1|,

does not grow over time, i.e. T V (cn+1) ≤ T V (cn). Several TVD limiters exists, of which the superbee and the
van Leer limiter, shown in Figure 3.3, are the most widely used.
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Figure 3.3: Most widely used TVD limiters. The superbee limiter,Φ(θ) = max(0,min(1,2θ),min(2,θ)), is shown in red and the van Leer

limiter,Φ(θ) = θ+|θ|
1+|θ| , is shown in blue.

For the tracer transport problem (3.1), FL is simply the first order upwind flux from section 3.2.1 and FH

is the corresponding second order upwind flux:

FL,i+1/2 = ci uw,i

FH ,i+1/2 = 1

2
uw,i (ci + ci+1)− 1

2
(uw,i )2 ∆t

∆x
(ci+1 − ci ).

Substituting this into equation (3.12) results in the flux function

Fi+1/2 = ci uw,i +Φ(θi+1/2)
1

2
uw,i

(
1−uw,i

∆t

∆x

)
[ci+1 − ci ] . (3.13)

Combined with (3.7) this gives the high-resolution flux limiter method. Similar to the different fluxes used
for the first order method, explicit, semi-implicit and fully implicit high-resolution fluxes are obtained by
changing the time levels at which c and uw are evaluated:

• Explicit High-Resolution:

Fi+1/2 = F n
i+1/2 = cn

i un
w,i +Φ(θn

i+1/2)
1

2
un

w,i

(
1−un

w,i
∆t

∆x

)[
cn

i+1 − cn
i

]
(3.14)

• Semi-implicit High-Resolution:

Fi+1/2 = cn
i un+1

w,i +Φ(θn
i+1/2)

1

2
un+1

w,i

(
1−un+1

w,i
∆t

∆x

)[
cn

i+1 − cn
i

]
(3.15)

• Implicit High-Resolution:

Fi+1/2 = F n+1
i+1/2 = cn+1

i un+1
w,i +Φ(θn+1

i+1/2)
1

2
un+1

w,i

(
1−un+1

w,i
∆t

∆x

)[
cn+1

i+1 − cn+1
i

]
(3.16)

Both the explicit and semi-implicit fluxes result in a linear expression for cn+1
i . On the other hand, since

Φ(θn+1
i±1/2) is a nonlinear function of cn+1

i , the implicit high-resolution flux results in a nonlinear expression for

cn+1
i which must be solved using Newton’s method.
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Newton method for implicit high-resolution scheme

In residual form the implicit high-resolution scheme can be written as

R(cn+1
i ) = (Sw c)n+1

i − (Sw c)n
i + ∆t

φ∆x

(
F n+1

i+1/2 −F n+1
i−1/2

)= 0

As for the flow, the solution cn+1
i is obtained at every time step using the iterative process

(
∂Ri

∂c j

)k

δck+1
j =−Rk

i , k = 0,1, . . . ; j = 1, . . . , N

where ck+1
j = ck

j +δck+1
j and ck=0

i = cn
i . For a first order scheme, Ri is a function of concentrations in cells i

and i −1 only and the Jacobian ∂Ri
∂c j

has only two nonzero entries per row. However, for the more sophisticated

high-resolution scheme considered here the Jacobian contains more non-zero elements, which makes solv-
ing the resulting linear equation more difficult and time-consuming. For this reason only first order terms are
considered in calculation of the Jacobian:

(
∂Ri

∂ci

)k

= Sn+1
w,i + ∆t

φ∆x
un+1

w,i

(
∂Ri

∂ci−1

)k

=− ∆t

φ∆x
un+1

w,i−1.

To ensure convergence to the correct high-resolution solution, the right hand side −Rk
i is still calculated to

second order. Although the derivatives of the limiter are disregarded in calculating the Jacobian, the con-
vergence of the Newton method is still sensitive to discontinuities in Φ. Therefore the continuous van Leer
limiter is selected for all high-resolution methods.

Accuracy and computational costs

Numerical solutions using the high-resolution schemes with the van Leer limiter are shown in Figure 3.4.
Based on these results the following conclusions can be drawn.

The semi-implicit high-resolution method performs best and severely reduces the numerical diffusion
compared to the first order solutions shown in Figure 3.2.

The implicit high-resolution method shows improvement with respect to the implicit first order method,
but does not outperform the first order explicit or first order semi-implicit method. Due to the nonlinearity
of the scheme this method is computationally the most expensive and should therefore only be considered
in case the time step restriction is such that all explicit and semi-implicit methods become unstable.

The explicit high-resolution method shows oscillations at the tracer front. Just like the behaviour shown
by the explicit first order method, this behaviour is nonphysical and will be further addressed in Chapter 4.

(a) Solved using 50 cells and time steps. (b) Solved using 500 cells and time steps.

Figure 3.4: Numerical solution of Sw (x, t ) and c(x, t )/c̄ for three different high-resolution methods at a certain time t > 0.
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The increase in accuracy obtained when switching from a semi-implicit first order method to a semi-
implicit high-resolution method can be quantified by comparing the 1-norm errors for both methods:

||E ||1 =∆x
N∑

i=1
|Ei | =∆x

N∑
i=1

|cn
i − c(xi , tn)|.

A log-log plot of the error versus the amount of grid cells N is shown in Figure 3.5. As the grid is refined,
the ratio ∆t/∆x is kept constant. The results not only show an increase in accuracy when using the high-
resolution method, but also a faster convergence rate up to N = 400. Furthermore it can be concluded that
the order of accuracy of the first order method is approximately O(

p
∆x), which is lower than the order of

accuracy of the flow solver.

Figure 3.5: Log-log plot of the 1-norm error versus the amount of grid cells N for the first order semi-implicit method (circles) and the
high-resolution semi-implicit method (triangles).

An increase in accuracy is at the expense of an increase in computational costs as can be seen from the
CPU-times in Table 3.1. However, compared to the CPU-times of the flow solver (Table 2.1) the computational
costs of the high-resolution method are still very low. Table 2.1 also confirms that the implicit high-resolution
method is significantly more expensive than the other methods.

CPU-time [s]
N First order methods Semi-implicit high-res method Implicit high-res method
10 1.3404e-04 9.5823e-04 4.0240e-02
40 4.4782e-04 3.7404e-03 2.0566e-01

100 1.0373e-03 1.1345e-02 5.1546e-01
400 8.5824e-03 9.0978e-02 1.7706e-00

1000 4.9727e-02 4.6072e-01 5.8027e-00

Table 3.1: CPU-times of the semi-implicit first order, semi-implicit high-resolution and fully implicit high-resolution method for
increasing amount of grid cells.

Stability
Since the limiter is a nonlinear function of the concentration c, the resulting high-resolution methods are all
nonlinear. As mentioned in section 2.3.3, nonlinear methods must be total variation bounded (TVB) in order
to be stable. All our methods are TVD, i.e. T V (cn+1) ≤ T V (cn), and therefore they are certainly TVB, with
r = T V (c0). Thus all high-resolution methods are stable provided that the CFL condition is satisfied, which is
a necessary condition for a method to be TVD [13].

3.2.3. Conclusions
For the transport of a passive water tracer described by the simple advection equation (3.1), the semi-implicit
high-resolution method given by equation (3.15) performs best in terms of accuracy and efficiency. If the
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time step is too large and this method becomes unstable, implicit methods have to be applied. The implicit
high-resolution method is more accurate than the implicit first order method, but it is computationally much
more expensive so the accuracy has to be weighed against the efficiency. Furthermore, the explicit first order
and high-resolution method show nonphysical solutions and should therefore not be used to solve the tracer
transport equation. The origin of this nonphysical behaviour is further addressed in Chapter 4.

3.3. Extension to two dimensions
As for the flow solver, the methods for the passive tracer transport are extended to two dimensions. In two
dimensions the tracer transport equation is given by

φ
∂

∂t
(Sw c)+∇· (c uw ) = 0. (3.17)

For this equation, a simple first-order finite volume method in two-dimensions is derived in a similar way as
in section 2.3.4:

φVc

Sn+1
w,i j cn+1

i j −Sn
w,i j c, i j n

∆t
=−∆y∆z (c uw,x )

∣∣∣(xi+1/2,y j )

(xi−1/2,y j )
−∆x∆z (c uw,y )

∣∣∣(xi ,y j+1/2)

(xi ,y j−1/2)
.

By omitting the subscripts w and using upwind approximations for the advective fluxes we obtain

φVc

Sn+1
i j cn+1

i j −Sn
i j cn

i j

∆t
=−∆y∆z

[
ci j ux,i − ci−1, j ux,i−1

]−∆x∆z
[
ci j uy, j − ci , j−1uy, j−1

]
.

This can be rewritten as

Sn+1
i j cn+1

i j = Sn
i j cn

i j −
∆t

φ∆x

[
Fi+1/2, j −Fi−1/2, j

]− ∆t

φ∆y

[
Gi , j+1/2 −Gi , j−1/2

]
(3.18)

with the first order flux functions

Fi+1/2, j = ci j ux,i Gi , j+1/2 = ci j uy, j .

This first order method for the advection equation in two dimensions is often called the donor-cell upwind
(DCU) method [13]. High-resolution methods are obtained by changing the flux functions to

Fi+1/2 = ci j ux,i +Φ(θi+1/2, j )
1

2
ux,i

(
1−ux,i

∆t

∆x

)[
ci+1, j − ci j

]
Gi+1/2 = ci j uy, j +Φ(θi , j+1/2)

1

2
uy, j

(
1−uy, j

∆t

∆y

)[
ci , j+1 − ci j

]
.

As in 1D explicit, semi-implicit and implicit first order and high resolution methods are obtained by changing
the time levels at which c and u are evaluated.

The fully multidimensional scheme (3.18) becomes very expensive if we’re dealing with large amount of
grid cells. For the explicit and semi-implicit fluxes, a more simple and relatively inexpensive approach to
extend the one-dimensional method to more dimensions is to use dimensional splitting. In this approach
the multidimensional problem is split into two one-dimensional problems

φ
∂

∂t
(Sw c)+ ∂

∂x
(c ux ) = 0

φ
∂

∂t
(Sw c)+ ∂

∂y
(c uy ) = 0

which are solved sequentially in the x and y−direction by

(
Si j ci j

)∗ = (
Si j ci j

)n − ∆t

φ∆x

[
Fi+1/2, j −Fi−1/2, j

]
(
Si j ci j

)n+1 = (
Si j ci j

)∗− ∆t

φ∆y

[
G∗

i , j+1/2 −G∗
i , j−1/2

]
.
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A downside of this approach is that it introduces a splitting error. However, since this error is often no worse
than error introduced by the numerical methods in each direction this method is often very effective [13].

For the implicit fluxes a similar approach under the name alternating direction implicit (ADI) method
exists. However, since most commercial simulators use the fully multidimensional approach, this approach
is implemented in the tracer module.

For the DCU method (3.18) the necessary condition for stability is given by [13]:

max
Sw

(∣∣∣∣ ∆t

φ∆x

uw,x (Sw )

Sw

∣∣∣∣+ ∣∣∣∣ ∆t

φ∆y

uw,y (Sw )

Sw

∣∣∣∣)≤ 1,

This stability bound is quite strict and can be improved by using a numerical method that takes more fully
account of the flow direction by incorporating the term ci−1, j−1. However, since the focus in this research is
on the one-dimensional case we stick to the simple DCU method.

In one dimension we encountered nonphysical solutions for the explicit first order and explicit high-
resolution method. This same behaviour is encountered in two dimensions, but here the oscillations quickly
die out since there is more numerical diffusion than in one dimension. The monotonicity of the two-dimensional
scheme will be investigated in Chapter 4 as well.

3.4. Nonconservative methods
So far all proposed schemes solve the conservation law (3.2) for the unknown conserved quantity Sw c and
retrieve the tracer concentration c by taking the ratio Sw c/Sw . As mentioned in section 3.2.1, this can lead to
some numerical difficulties. To avoid these difficulties LeVeque (2002) proposes to use the nonconservative
transport equation, given by

∂c

∂t
+ uw

φSw

∂c

∂x
= 0

where the velocity uw
φSw

is determined by the nonlinear conservation laws for the flow. A simple first-order
semi-implicit advection scheme for this equation is given by

cn+1
i = cn

i − ∆t

∆x

un+1
w,i

φSn+1
w,i

(
cn

i − cn
i−1

)
.

This can easily be extended to a high-resolution scheme

cn+1
i = cn

i − ∆t

∆x

un+1
w,i

φSn+1
w,i

(
cn

i − cn
i−1

)− ∆t

∆x

(
F̃i+1/2 − F̃i−1/2

)
where

F̃i−1/2 = 1

2

un+1
w,i

φSn+1
w,i

(
1− ∆t

∆x

un+1
w,i

φSn+1
w,i

)
Φi−1/2(cn

i − cn
i−1).

There are two main concerns about nonconservative methods. First of all the fact that they are not conser-
vative results in numerical mass loss, which means that part of the conserved quantity disappears during the
simulation. Since the conserved quantity considered here is Sw c, the fraction of water that contains tracer,
the numerical approximated fraction will be less than the actual fraction of water that should contain tracer.
Note that since the flow solver is conservative, the total amount of water is not subject to numerical mass loss.
The loss of Sw c results in an underestimation of the tracer front. For the passive tracer this underestimation
still gives quite satisfactory results and in some cases even leads to smaller numerical errors than the errors
introduced by the conservative methods.

The second concern is that there is no guarantee that nonconservative methods converge to the correct
weak solution, especially if this solution contains shock waves [12]. For conservative methods we do have this
guarantee in the form of the Lax-Wendroff theorem. In case of a passive tracer the method seems to converge
to the correct weak solution and no problems arise. However, when treating active tracers we do see that the
nonconservative method converges to a different and incorrect weak solution. Since the goal is to develop a
numerical method that is able to accurately solve both active and passive tracers, the nonconservative nu-
merical method is omitted hereafter.
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Monotonicity

One of the advantages of upwind methods is that they keep the solution monotonically varying in regions
where the solution should be monotone [13]. This feature is also the reason for high-resolution methods to
switch to first order upwind methods around discontinuities.

However, as shown in Figure 3.2a and 3.5 in the previous section, the explicit first order upwind method
fails to keep the tracer solution monotone, which leads to oscillations in the solution obtained by the explicit
high-resolution method. This is precisely the behaviour that high-resolution methods were meant to prevent.
Further investigation showed that for initial water saturations closer to zero, this behaviour is even more
present, see Figure 4.1a, and that similar behaviour arises in the semi-implicit high-resolution method, see
Figure 4.1b. The implicit high-resolution method does seem to preserve the monotonic behaviour of the
solution (see Figure 4.1c), but this method is the least accurate and computationally most costly of the three
high-resolution schemes and should be avoided if possible.

In order to develop a stable, accurate and efficient method that is physically correct as well, more in-
vestigation into all three methods and their monotonicity is necessary. The fact that the oscillations in the
high-resolution methods are amplified or only arise for initial water saturations close to zero, indicates a
strong dependency of the numerical methods on the underlying discrete flow solution. This dependency and
its effect on the monotonicity of the tracer solution is further investigated in this chapter.

4.1. Monotonicity analysis
To analyse the monotonicity of the schemes, the same one-dimensional problem as in Section 3.1 is consid-
ered, where uw > 0 is given and water with a constant tracer concentration c̄ is injected at x = 0. A discrete
version of the analytical solution of the tracer concentration (3.6) at time tn is given by the the piecewise
constant data:

c(xi , tn) = cn
i =

{
c̄ if i ≤ I

0 if i > I ,
(4.1)

which is monotone, i.e. cn
i ≥ cn

i+1 for all i . Furthermore the time step is assumed such that the CFL condition
(3.11) is satisfied, which means that the tracer solution travels less than one grid cell per time step. All three
first order schemes are then used to construct the solution at the next time step cn+1. In order for the methods
to be monotonicity-preserving this solution must satisfy cn+1

i ≥ cn+1
i+1 for all i .

To prove or contradict this property, concentrations up to cell I + 1 are evaluated for each method and
analysed using the underlying flow field which followed from the fully implicit scheme (2.11). Rewriting this
scheme in terms of the water saturation Sw and velocity uw , and omitting the subscript w in the notation,
results in the simplified expression

Sn+1
i = Sn

i − ∆t

φ∆x

(
un+1

i −un+1
i−1

)
. (4.2)
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(a) Explicit fluxes. (b) Semi-implicit fluxes.

(c) Implicit fluxes.

Figure 4.1: Numerical solution of c(x, t )/c̄ for three different high-resolution methods at a certain time t > 0 for a low initial water
saturation, S0

w = Swc = 0.015.

4.1.1. Explicit scheme
The explicit scheme is applied to (4.1). At time n +1 the solution in cells i = 1. . . I is then given by

Sn+1
i cn+1

i = Sn
i cn

i − ∆t

φ∆x

(
un

i cn
I −un

i−1cn
i−1

)
=

[
Sn

i − ∆t

φ∆x

(
un

i −un
i−1

)]
c̄.

The expression Sn
i − ∆t

φ∆x

(
un

i −un
i−1

)
on the right hand side can be seen as the explicit approximation of Sn+1

i ,

which will be denoted by S̃n+1
i . The solution cn+1

i thus depends on the ratio between the explicit and implicit
approximation of S(xi , tn+1):

cn+1
i = S̃n+1

i

Sn+1
i

c̄ for i = 1. . . I . (4.3)

Since the implicit method is more diffusive than the explicit method, the explicit approximation S̃n+1
i will

be closer to the analytical solution S(xi , tn+1) than the implicit approximation Sn+1
i . This means that up to

the water front, the explicit approximation lies above the implicit approximation, while after the front the
implicit approximation takes over, i.e.

S̃n+1
i > Sn+1

i for i = 1. . . J

S̃n+1
i ≤ Sn+1

i for i = J +1. . . N ,
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for some grid cell J close to the shock front, see Figure 4.2. The ratio between the two approximations is thus
given by

S̃n+1
i

Sn+1
i

> 1 for i = 1. . . J

S̃n+1
i

Sn+1
i

≤ 1 for i = J +1. . . N .

From Figure 4.3 it can be seen that the ratio is not only bigger than one up to i = J , but also increasing up to
some cell K < J before it drops below one. This is used in equation (4.3) to obtain the solution

c̄ < cn+1
1 < ·· · < cn+1

i−1 < cn+1
i for i = 1. . .K .

This solution is clearly not monotone and it can therefore be concluded that the explicit scheme is not
monotonicity-preserving.

For lower initial water saturations, the difference between the implicit and explicit approximations be-
comes larger, leading to larger variations in the tracer solution cn+1. This explains the difference between the
solution shown in Figure 3.2a and the one shown in Figure 4.1a.

Figure 4.2: Numerical solution of the water saturation Sw (x, t )
using an explicit method (blue) and an implicit method (red)

together with the analytical solution (black).

Figure 4.3: Ratio between the explicit approximation S̃n
w,i and the

implicit approximation Sn
w,i .

Note that if the flow would be solved solved explicitly then equation (4.3) would result in cn+1
i = c̄ = cn

i for
i = 1. . . I . In cell I +1 the solution would then be given by

S̃n+1
I+1 cn+1

I+1 = Sn
I+1cn

I+1 −
∆t

φ∆x

(
un

I+1cn
I+1 −un

I cn
I

)
= ∆t

φ∆x
un

I c̄.

Rewriting the expression for S̃n
I+1 into ∆t

φ∆x un
I = S̃n+1

I+1 −Sn
I+1 + ∆t

φ∆x un
I+1 and substituting this gives

S̃n+1
I+1 cn+1

I+1 =
[

S̃n+1
I+1 −Sn

I+1 +
∆t

φ∆x
un

I+1

]
c̄

so the tracer concentration in cell I +1 is given by

cn+1
I+1 =

S̃n+1
I+1 −

(
Sn

I+1 − ∆t
φ∆x un

I+1

)
S̃n+1

I+1

c̄

=
[

1−
Sn

I+1 − ∆t
φ∆x un

I+1

S̃n+1
I+1

]
c̄.
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From the discrete form of the CFL condition (3.11)

∆t

φ∆x
un

i ≤ Sn
i ∀i ,n, (4.4)

it follows that
(
Sn

I+1 − ∆t
φ∆x un

I+1

)
≥ 0. Furthermore it holds that S̃n+1

I+1 ≥ Sn
I+1 as well, which results in

cn+1
I+1 ≤ c̄ = cn

I .

It can thus be concluded that cn+1
i+1 ≤ cn+1

i for all i , meaning that the solution at time tn+1 is monotone.
This shows that the explicit scheme for the transport equation is only monotonicity-preserving if the un-

derlying flow is also solved using explicit fluxes, assuming that the CFL condition is met. For a fully implicit
discretization of the flow, the explicit transport scheme always results in a non-monotonous solution, regard-
less of whether the CFL condition is met or not.

4.1.2. Semi-implicit scheme
If the semi-implicit scheme is applied to (4.1), then the solution in cells i = 1. . . I at time n +1 is given by

Sn+1
i cn+1

i = Sn
i cn

i − ∆t

φ∆x

(
un+1

i cn
i −un+1

i−1 cn
i−1

)
=

[
Sn

i − ∆t

φ∆x

(
un+1

i −un+1
i−1

)]
c̄

= Sn+1
i c̄,

where the last steps follow from equation (4.2). The solution at time n +1 thus equals the solution at time n
for i = 1. . . I :

cn+1
i = c̄ = cn

i .

In cell I +1 the solution is given by

Sn+1
I+1 cn+1

I+1 = Sn
I+1cn

I+1 −
∆t

φ∆x

(
un+1

I+1 cn
I+1 −un+1

I cn
I

)
= ∆t

φ∆x
un+1

I c̄. (4.5)

By rewriting equation (4.2), un+1
I can be expressed in terms of values in the cell I +1 only:

∆t

φ∆x
un+1

I = Sn+1
I+1 −Sn

I+1 +
∆t

φ∆x
un+1

I+1 .

Substituting this into equation (4.5) results in

Sn+1
I+1 cn+1

I+1 =
[

Sn+1
I+1 −Sn

I+1 +
∆t

φ∆x
un+1

I+1

]
c̄

cn+1
I+1 =

[
1−

(
Sn

I+1

Sn+1
I+1

− ∆t

φ∆x

un+1
I+1

Sn+1
I+1

)]
c̄.

For the scheme to be monotonicity-preserving it must satisfy cn+1
I+1 ≤ cn+1

I = c̄, i.e.

Sn
I+1

Sn+1
I+1

− ∆t

φ∆x

un+1
I+1

Sn+1
I+1

≥ 0.

Assuming that Sn+1
I+1 > 0, the condition simplifies to

∆t

φ∆x
un+1

I+1 ≤ Sn
I+1. (4.6)
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If Sn
I+1 > 0, the time step can always be chosen such that this relation holds. Consequence is that for small

saturation values, a very small time step might be needed to ensure monotonicity of the scheme. This time
step constraint is much stricter than the CFL condition (4.4), meaning that the stability of the scheme offers
no guarantee on the monotonicity of the scheme.

If Sn
I+1 = 0, which is only possible if the connate water saturation is equal to zero and the tracer and wa-

ter discontinuity align, then the relation can never be met since we assumed that Sn+1
I+1 > 0 and uw (Sw ) =

uT f (Sw ) > 0 for Sw > Swc = 0. The semi-implicit scheme is therefore never monotonous in case the tracer is
injected simultaneously with water into a reservoir with an initial water saturation equal to zero. For situa-
tions approaching this limit case, the monotonicity of the scheme is dependent on the time step. If enough
water is present in the reservoir, then the condition (4.6) is easily satisfied.

The non-monotonous behaviour of the first order solution is so limited that it is not visible in Figure 4.1b.
However, the high-resolution method is very sensitive to any non-monotonous behaviour in the first order
solution, as can be seen from the oscillation in Figure 4.1b. This will be further discussed at the end of this
section.

4.1.3. Implicit scheme
If the implicit scheme is applied to (4.1), then the solution at time n +1 in cells i = 1. . . I is given by

Sn+1
i cn+1

i = Sn
i cn

i − ∆t

φ∆x

(
un+1

i cn+1
i −un+1

i−1 cn+1
i−1

)
[

Sn+1
i + ∆t

φ∆x
un+1

i

]
cn+1

i = Sn
i c̄ + ∆t

φ∆x
un+1

i−1 cn+1
i−1 . (4.7)

From equation (4.2) it follows that Sn+1
i + ∆t

φ∆x un+1
i = Sn

i + ∆t
φ∆x un+1

i−1 . This means that if cn+1
i−1 = c̄ then cn+1

i = c̄

as well. Following proof by induction, it satisfies to show that cn+1
1 = c̄ in order to conclude that cn+1

i = c̄ for
i = 1. . . I . In the first cell i = 1 we have[

Sn+1
1 + ∆t

φ∆x
un+1

1

]
cn+1

1 = Sn
1 c̄ + ∆t

φ∆x
un+1

0 cn+1
0 .

Substituting the boundary condition c0 = c̄ indeed shows that[
Sn+1

1 + ∆t

φ∆x
un+1

1

]
cn+1

1 =
[

Sn
1 + ∆t

φ∆x
un+1

0

]
c̄

cn+1
1 = c̄

and therefore by induction that

cn+1
0 = ·· · = cn+1

I−1 = cn+1
I = c̄.

In cell I +1 the solution is given by

Sn+1
I+1 cn+1

I+1 = Sn
I+1cn

I+1 −
∆t

φ∆x

(
un+1

I+1 cn+1
I+1 −un+1

I cn+1
I

)
[

Sn+1
I+1 + ∆t

φ∆x
un+1

I+1

]
cn+1

I+1 = ∆t

φ∆x
un+1

I cn+1
I = ∆t

φ∆x
un+1

I c̄.

so

cn+1
I+1 =

∆t
φ∆x un+1

I

Sn+1
I+1 + ∆t

φ∆x un+1
I+1

c̄ =
Sn+1

I+1 + ∆t
φ∆x un+1

I+1 −Sn
I+1

Sn+1
I+1 + ∆t

φ∆x un+1
I+1

c̄

=
[

1− Sn
I+1

Sn+1
I+1 + ∆t

φ∆x un+1
I+1

]
c̄ ≤ c̄

since Sn+1
i ≥ Sn

i for all i . If Sn
I+1 = 0 we obtain cn+1

I+1 = c̄.
This shows that cn+1

i ≥ cn+1
i+1 for all i , hence the implicit scheme is monotonicity-preserving.
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4.1.4. High-resolution schemes
High-resolution schemes were implemented to reduce the numerical diffusion of the first order methods and
to improve the approximation of the discontinuity without introducing non-monotonous behaviour in the
form of oscillations. However, in some situations the first order explicit and semi-implicit methods already
show non-monotonous behaviour. Instead of reducing this behaviour, the high-res scheme enhances the
effects, which results in oscillations. If the underlying first order method is monotonicity-preserving, this
oscillatory behaviour disappears and the high-resolution method works as intended.

Ensuring the first order method is monotonous is therefore enough to obtain a monotonous high-resolution
scheme. Unfortunately, the only first order method that can guarantee a monotone solution is the implicit
scheme. Thee implicit high-resolution method is the least accurate and computationally most expensive
method of the three, so it should be avoided where possible.

This calls for the development of a new method that produces a monotone solution with an accuracy
close to that of the semi-implicit high-resolution method.

4.2. Monotonicity preserving scheme
The idea in high-resolution methods is to switch from an oscillatory second order scheme to a non-oscillatory
first order scheme around discontinuities in order to obtain accurate, non-oscillatory solutions. Applying
the same reasoning to our monotonicity problem, we can switch from a more accurate non-monotonous
scheme to a less accurate monotonous scheme where necessary, in order to obtain an overall accurate and
monotonous scheme. From the analysis it was clear that the explicit method is never monotonous, the
semi-implicit method is conditionally monotonous (in case S0

w > 0) and the implicit method is uncondi-
tionally monotonous. Therefore a logical choice is to combine the non-monotonous semi-implicit high reso-
lution scheme with a monotonous implicit scheme. Since the semi-implicit scheme is only non-monotonous
around the tracer discontinuity, where high-resolution methods will switch to the first order fluxes anyway,
implementing the computationally expensive high-resolution implicit scheme has no advantages over the
simpler and less expensive first order implicit method. So the non-monotonous semi-implicit high resolu-
tion scheme is combined with the monotonous first order implicit scheme, resulting in a partially implicit
method.

This idea of constructing a partially implicit scheme is already used for problems where the stability con-
straint of the explicit method leads to problems [5]. In these cases a local stability constraint is used to deter-
mine the degree of implicitness necessary to ensure an accurate and globally stable solution. In this case a
local monotonicity constraint has to be constructed to guarantee a globally monotone solution.

A partially implicit scheme can generally be written as

(Sc)n+1
i = (Sc)n

i − ∆t

φ∆x
(1−βi )

[
F n

i+1/2 −F n
i−1/2

]
− ∆t

φ∆x
βi

[
F n+1

i+1/2 −F n+1
i−1/2

]
,

(4.8)

where βi denotes the degree of implicitness in cell i , F n
i±1/2 are the explicit, or in this case semi-implicit,

high-resolution fluxes:

F n
i+1/2, j = cn

i un+1
i + Φ

(
θn

i+1/2

)
2

un+1
i

(
1−un+1

i
∆t

∆x

)[
cn

i+1 − cn
i

]
.

and F n+1
i±1/2 are the first order implicit fluxes

F n+1
i+1/2 = cn+1

i un+1
i .

Taking βi = 1 for all i gives the first order implicit scheme while βi = 0 results in the semi-implicit high-
resolution scheme. The values βi need to be chosen such that the resulting scheme is globally monotonous.
We assume for now that β can only be zero or one. The semi-implicit high-resolution scheme becomes non-
monotonous if the underlying first order semi-implicit scheme becomes non-monotonous. This is the case
in the cells i where

Sn
i − ∆t

φ∆x
un+1

i < 0, (4.9)
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therefore we choose βi = 1 in the cells where (4.9) holds and βi = 0 elsewhere. This results in a globally
monotonous scheme.

Note that for high initial water saturations the statement (4.9) is false for all i and we simply obtain the
semi-implicit high-resolution method. The partially implicit method is only designed such that a monotonous
solution scheme is obtained in all cases, also when the initial water saturation is relatively low.

4.2.1. Accuracy, stability and efficiency
For the situation shown in Figure 4.1b the solution obtained by the partially implicit scheme is shown in
Figure 4.4. The oscillations at the front have disappeared, and the accuracy seems to match the accuracy
of the semi-implicit scheme. However, the accuracy is way lower than in Figure 4.5, where the initial water
saturation is ten times higher. This can easily be explained by looking at the underlying solution of the water
saturation. For low S0

w the tracer front and the water front are very close to each other. Since the water
front is severely smeared by the implicit numerical method, the accuracy of the water saturation becomes
less towards the front. The tracer concentration is calculated by a numerical scheme that involves both the
water saturation and velocity, so the less accurate the water saturation, the less accurate the resulting tracer
concentration. This is confirmed by the log-log plot of the error of the partially implicit scheme versus the
amount of grid cells N is shown in Figure 4.6. Only for a very fine grid the accuracy of the method with
a low initial water saturation is better than that of the same method with a high initial water saturation.
Another conclusion from Figure 4.6 is that the partially implicit method is approximately first order accurate
for S0

w = 0.015.
The analysis prior to the construction of our partially implicit scheme assumes that the CFL condition

(3.11) is satisfied. So the partially implicit scheme at least requires that the necessary stability condition of
the semi-implicit method is satisfied.

To be able to say something about the efficiency of the partially implicit method, we look at the imple-
mentation of (4.8). Since first order implicit fluxes are used for F n+1

i±1/2, the scheme is linear in the unknown

cn+1
i and can be written in matrix-vector notation as

A cn+1 = B(cn) = b, (4.10)

where matrix A has values φSn+1
i +βi

∆t
∆x un+1

i on the diagonal and −βi
∆t
∆x un+1

i−1 on the off-diagonal. Matrix

B(cn) can split into B1 cn and B2(cn), where B1 represents the first order part with φSn
i + (1−βi ) ∆t

∆x un+1
i on

the diagonal and −(1−βi ) ∆t
∆x un+1

i on the off-diagonal. The second part, B2(cn), contains the high-resolution
correction terms, which are nonlinear in the known vector cn . After constructing the right hand side of (4.10),
the unknown solution cn+1 can be found by solving the resulting linear system. This method thus requires
more operations than the semi-implicit high-resolution method, but since the resulting system is still linear
the method remains less expensive than the fully implicit high-resolution scheme. This is confirmed by the
CPU times shown in Table 4.1. Since there are only a few nonzero βi and therefore only few elements on the
off-diagonal of matrices A and B , one would expect that for N → ∞ the CPU time of the partially implicit
method converges to that of the semi-implicit high-resolution method. However, the full vector β and result-
ing matrix diagonals are constructed first before the matrices A and B are made sparse. This implementation
is quite expensive and keeps the CPU time higher than that of the semi-implicit high-resolution method.

It can be concluded that the partially implicit method is a simple and effective method that requires very
few computations and always produces a monotone solution. However, although the computation time is
very low compared to that of the flow solver, there is some room for improvement in terms of efficiency of the
implementation.

CPU-time [s]
N Semi-implicit high-res method Partially implicit method Implicit high-res method
10 9.5823e-04 2.0739e-03 4.0240e-02
40 3.7404e-03 9.1873e-03 2.0566e-01

100 1.1345e-02 2.8697e-02 5.1546e-01
400 9.0978e-02 2.4553e-01 1.7706e-00

1000 4.6072e-01 1.6027e-00 5.8027e-00

Table 4.1: CPU-times of the semi-implicit high-resolution, partially implicit and implicit high-resolution method for increasing amount
of grid cells.
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Figure 4.4: Partially-implicit approximation of c(x, t )/c̄ at a certain
time t > 0 for a low initial water saturation, S0

w = Swc = 0.015.
Figure 4.5: Partially-implicit approximation of c(x, t )/c̄ at a certain

time t > 0 for a high initial water saturation, S0
w = Swc = 0.15.

Figure 4.6: Log-log plot of the 1-norm error versus the amount of grid cells N for the partially implicit method with S0
w = 0.15 (solid)

and S0
w = 0.015 (dashed).

4.2.2. Extension to two dimensions
The partially implicit method is extended to two dimensions by combining the two-dimensional semi-implicit
high-resolution method with the two-dimensional first order implicit method. In this way the following fully
multidimensional monotonicity-preserving method is obtained:

(Sc)n+1
i j = (Sc)n

i j −
∆t

φ∆x
(1−βi j )

[
F n

i+1/2 −F n
i−1/2

]− ∆t

φ∆y
(1−βi j )

[
Gn

i , j+1/2 −Gn
i , j−1/2

]
(4.11)

− ∆t

φ∆x
βi j

[
F n+1

i+1/2, j −F n+1
i−1/2, j

]
− ∆t

φ∆y
βi j

[
Gn+1

i , j+1/2 −Gn+1
i , j−1/2

]
(4.12)

with

F n
i+1/2, j = cn

i j un+1
x,i +

Φ
(
θn

i+1/2, j

)
2

un+1
x,i

(
1−un+1

x,i
∆t

∆x

)[
cn

i+1, j − cn
i j

]

Gn
i , j+1/2 = cn

i j un+1
y, j +

Φ
(
θn

i , j+1/2

)
2

un+1
y, j

(
1−un+1

y, j
∆t

∆y

)[
cn

i , j+1 − cn
i j

]
F n+1

i+1/2, j = cn+1
i j un+1

x,i

Gn+1
i , j+1/2 = cn+1

i j un+1
y, j

As in the one-dimensional case, the two-dimensional high-resolution method becomes oscillatory due to
non-monotonicity of the underlying first-order method. From the analysis in Appendix B it follows that the
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two-dimensional semi-implicit first order scheme becomes non-monotonous in cells (i , j ) where

Sn
i j −

∆t

φ

[
un+1

x,i

∆x
+

un+1
y, j −un+1

y, j−1

∆y

]
< 0

or

Sn
i j −

∆t

φ

[
un+1

x,i −un+1
x,i−1

∆x
+

un+1
y, j

∆y

]
< 0

In these cells we choose βi j = 1 and elsewhere βi j = 0. This again results in a globally monotonous scheme.
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Transport of polymer

As introduced in Chapter 3, active tracers are chemical substances that influence the flow by changing the
physical properties of the host fluid. Typical examples are the substances involved in chemical EOR tech-
niques, where chemicals are added to the injected water to improve the efficiency of the flood. This section
describes the numerical modeling and simulation of a widely used chemical EOR technique, polymer flood-
ing. Polymer is water soluble and classified as a non-partitioning active tracer. It is added to the injected water
to increase its viscosity and hereby enhance its ability to push oil through the rock due to a more favourable
mobility ratio between the injected water and the oil [12]. This effect is most apparent when the water is ex-
tremely mobile compared to the oil, e.g., in case of very viscous oil. Since the residual water saturation does
not change during a conventional polymer flood, both water flooding and polymer flooding will theoretically
produce all the movable oil over a very long timescale. So in principle the benefit of polymer is only the ac-
celeration of the oil production by delaying the water breakthrough. In practice however, the timescale of
production is limited by economical considerations, and the acceleration can lead to a significant increase in
the ultimate oil recovery as shown in Figure 5.1 .

Figure 5.1: Production profiles for a water flood and a polymer flood showing the benefit of the polymer flood at the economical limit
[21].

Since the water viscosity is strongly influenced by the polymer concentration, it is crucial that polymer
fronts are solved accurately in order to capture the displacement mechanisms correctly. This is essential for
an accurate prediction of the enhanced oil recovery effect due to the polymer flood. As will be shown in
this chapter and as shown previously by among others Mykkeltvedt (2014), first order methods fail in this
area since their large numerical diffusion tends to smear the polymer bank. As in Chapter 3, high-resolution
methods are applied to reduce the numerical diffusion and resolve the polymer bank more sharply.

During polymer flooding there is usually also adsorption of polymer onto the rock. This adsorption po-
tentially reduces the effective water permeability and decreases the polymer concentration which results in a
delay of the polymer front. These effects are only temporary and last until the maximum level of adsorption
has been reached. This and the fact that adsorption is not known for causing any mathematical problems has
ensured that adsorption of polymer is omitted from this research.

Another effect that occurs during polymer flooding and that does cause some mathematical issues is the
velocity enhancement effect, the fact that polymer travels faster than water, also referred to as hydrodynamic
acceleration. A physical explanation of this effect and several ways to model it will be given at the end of this
chapter. We start by deriving and analysing the polymer flooding model without hydrodynamic acceleration.

35
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5.1. Model equations
The transport equation for polymer is similar to that for the passive tracer given in (3.1). The only difference
is that the water velocity now depends on the polymer concentration, since polymer influences the water
mobility. We thus obtain the following coupled system of non-linear conservation equations for oil, water
and polymer:

φ
∂

∂t
(Sα)+∇· (uα(Sα,cp )

)= 0, α ∈ {o, w} (5.1)

φ
∂

∂t
(Sw cp )+∇· (cp uw (Sw ,cp )

)= 0, (5.2)

where cp is the polymer concentration. Rewriting this into fractional flow formulation we obtain

∇·uT = 0

φ
∂

∂t
(Sw )+uT ∇· ( fw (Sw ,cp )

)= 0 (5.3)

φ
∂

∂t
(Sw cp )+uT ∇· (cp fw (Sw ,cp )

)= 0 (5.4)

where fw (Sw ,cp ) is the water fractional flow in the presence of polymer given by

fw (Sw ,cp ) = λw (cp )

λw (cp )+λo
= kr w (Sw )

kr w (Sw )+ µw (cp )
µo

kr o(Sw )
. (5.5)

A higher polymer concentration shifts the fractional flow curve to the right. An example of this is shown in
Figure 5.2.

Figure 5.2: Fractional flow curves for water without polymer (cp = 0) and water with a fixed polymer concentration c̄p .

The dependence of the water viscosity on the polymer concentration is typically modelled by the Flory-
Huggins equation [12]:

µw (cp ) =µ0
w

(
1+α1cp +α2c2

p +α3c3
p

)
=µ0

wµmult(cp ), (5.6)

withµ0
w the original water viscosity without polymer, µmult the viscosity multiplier function andαi constants.

Looking at the mobility ratio M , defined as

M = λo

λw
= µokr w

µw kr o

we indeed see that the effect of polymer on the mobility is greatest when the initial ratio µo/µ0
w is high.

A typical viscosity multiplier function is shown in Figure 5.3, where we selected α1 = 24, α2 = 31 and
α3 = 50 and assumed that water with 0.2% polymer was injected.
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Figure 5.3: Typical viscosity multiplier function µmult(cp ).

5.2. Analytical solution
In 1D equations (5.3) and (5.4) turn into

φ
∂

∂t
(Sw )+uT

∂

∂x

(
fw (Sw ,cp )

)= 0

φ
∂

∂t
(Sw cp )+uT

∂

∂x

(
cp fw (Sw ,cp )

)= 0
(5.7)

Analytical solutions for Sw and cp on x ∈ R are derived for polymer flooding in both secondary and tertiary
mode. For polymer flooding in secondary mode the same Riemann initial data is imposed on the water
saturation Sw as was done for the water flooding

Sw (x,0) =
{

Si n j
w = 1−Sor x < 0

S0
w x ≥ 0.

(5.8)

and on cp the same Riemann initial data is imposed as on the passive tracer:

cp (x,0) =
{

c̄p x < 0

0 x ≥ 0.
(5.9)

As in Section 2.2 we assume uT > 0, such that the solution for x > 0 represents a reservoir on x > 0 where from
t = 0 water with a constant polymer concentration c̄p is injected at x = 0. This initial polymer concentration
profile travels through the reservoir and at the same time influences the water saturation profile. During a
polymer flood generally two saturation shocks form [17], one at the polymer concentration front where water
with polymer contacts water without polymer and one shock where the water saturation jumps to its initial
value.

The saturation S∗1 corresponding to the polymer front can be found in a similar way as for the passive
tracer, namely by equating the the characteristic velocity of the polymer concentration to the characteristic
velocity of the water containing polymer. By introducing the fractional flow function fw p (Sw ) = fw (Sw , c̄p ),
the characteristic velocities of the polymer concentration and the water in the presence of polymer can be
written as (

d X

d t

)
cp

= uT fw p (Sw )

φSw(
d X

d t

)
Sw

= uT

φ

d fw p

dSw
(Sw ).

Thus S∗1 can be found by solving

fw p (S∗1)

S∗1 = d fw p

dSw
(S∗1).
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The water saturation right after the shock, S∗2 is found from the jump conditions across the shock:

fw p (S∗1)

S∗1 = fw p (S∗1)− fw (S∗2,0)

S∗1 −S∗2 .

From S∗2 the water saturation jumps to the initial water saturation S0
w = Swc . The resulting analytic solution

together with the schematic illustration on how to find the shock saturations is shown in Figure 5.4. For a
more detailed derivation of this analytical solution, see Appendix A.

(a) Schematic illustration of the construction of the polymer
flooding solution in secondary mode.

(b) Solution of Sw (x, t ), cp (x, t ) at a certain time t > 0. The water
saturation Sw (x, t ) is shown in blue and the normalized polymer

concentration cp (x, t )/c̄p is shown in green.

Figure 5.4: Analytical solution of polymer flooding in secondary mode for certain time t > 0.

For polymer flooding in tertiary mode the injection of polymer starts after some period T of water flood-
ing. For simplicity it is assumed that after water flooding, the water saturation in the reservoir is uniform, i.e.
Sw (x,T ) = S0

w for some constant value S0
w with fw (S0

w ,0) near one. Looking at the analytical solution for t ≥ T
compared to the solution in Figure 5.4b, the only difference is that the water saturation jumps from S∗2 to a
higher value S0

w instead of to the connate water saturation Swc , see Figure 5.5.

(a) Schematic illustration of the construction of the polymer
flooding solution in tertiary mode.

(b) Solution of Sw (x, t ), cp (x, t ) at a certain time t > T . The water
saturation Sw (x, t ) is shown in blue and the normalized polymer

concentration cp (x, t )/c̄p is shown in green.

Figure 5.5: Analytical solution of polymer flooding in tertiary mode for certain time t > T .
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5.3. Numerical solution
For more complicated problems than the ones considered in this research, the polymer flooding must be
solved numerically. Since the polymer concentration influences the flow, the equations become coupled and
can’t be solved separately as in section 3.2. Instead they must be solved either simultaneously or sequentially
each time step. In MRST the simultaneous approach is chosen and the equations for oil, water and poly-
mer (equations (5.1) and 5.2)) are solved together using a fully implicit first upwind order method. In one
dimension, this results in the following discretization scheme

Sn+1
o,i = Sn

o,i − ∆t
φ∆x

[
uo

(
Sn+1

o,i ,cn+1
i

)
−uo

(
Sn+1

o,i−1,cn+1
i−1

)]
Sn+1

w,i = Sn
w,i − ∆t

φ∆x

[
uw

(
Sn+1

w,i ,cn+1
i

)
−uw

(
Sn+1

w,i−1,cn+1
i−1

)]
(Sw c)n+1

i = (Sw c)n
i − ∆t

φ∆x

[
uw

(
Sn+1

w,i ,cn+1
i

)
cn+1

i −uw

(
Sn+1

w,i−1,cn+1
i−1

)
cn+1

i−1

]
where c = cp is the polymer concentration. This scheme is nonlinear in both Sn+1

w and cn+1 and must be
solved using Newton’s method, which is computationally expensive. Also, since a first order implicit method
is used, the accuracy of the approximations is low.

In this research the focus is on decoupling the flow and transport, so a sequential approach is imple-
mented as well. Each time step the flow equations are solved using the polymer concentration from the
previous time step and subsequently the polymer equation is solved using the newly obtained flow solution.
A single time step from t n to t n+1 thus consists of the following steps:

1) Solve the flow equations: compute Sn+1
w using cn via the fully implicit nonlinear discretization scheme Sn+1

o,i = Sn
o,i − ∆t

φ∆x

[
uo

(
Sn+1

o,i ,cn
i

)
−uo

(
Sn+1

o,i−1,cn
i−1

)]
Sn+1

w,i = Sn
w,i − ∆t

φ∆x

[
uw

(
Sn+1

w,i ,cn
i

)
−uw

(
Sn+1

w,i−1,cn
i−1

)]
2) Solve the polymer transport equation: compute cn+1 using Sn+1

w

(Sw c)n+1
i = (Sw c)n

i − ∆t

φ∆x

[
Fi+1/2

(
Sn+1

w ,cn ,cn+1)−Fi−1/2
(
Sn+1

w ,cn ,cn+1)] .

In the first step the system of equations is solved using Newton’s method. The solution scheme of the second
step depends on how the fluxes Fi±1/2 are chosen. Two first order options followed by two high-resolution
options are discussed and compared.

5.3.1. First order methods
Since the latest flow solution is used to solve the polymer transport equations, we only consider two first order
fluxes in stead of three as in Section 3.2:

• Explicit:

Fi+1/2 = F n
i+1/2 = un+1

w,i cn
i = uw

(
Sn+1

w,i ,cn
i

)
cn

i (5.10)

• Implicit:

Fi+1/2 = F n+1
i+1/2 = un+1

w,i cn+1
i = uw

(
Sn+1

w,i ,cn
i

)
cn+1

i . (5.11)

The water velocity un+1
w is known from the first step of our sequential procedure, so both approximations

result in a linear expression of the unknown cn+1
i . Note that the implicit flux is not fully implicit since the

velocity is still based on cn
i and not on cn+1

i .
Numerical solutions for the polymer flooding situations shown in Figure 5.4b and 5.5b are shown in Fig-

ure 5.7. Similar to what we saw in Section 3.2, the first order upwind methods introduce a great deal of nu-
merical diffusion, causing severe smearing of the polymer concentration front. Because the flow solution
depends strongly on the polymer concentration, this smearing is also visible in the solution of Sw (x, t ). The
explicit method performs better than the implicit method, but both methods fail to accurately capture the
water bank. Refining the grid ten times (and scaling the time steps appropriately) severely reduces the nu-
merical diffusion, but the polymer concentration, and thereby the first shock in the water saturation, remains
smeared. Furthermore, the resolution of the second shock has greatly improved. Around this shock no poly-
mer is present, so the solution is less sensitive to errors in the polymer concentration.
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Note that we have now showed the solutions for two very specific cases of polymer flooding. For different
situations with a less distinctive profile, the first order methods can fail to capture the intermediate water
bank completely, even on fine grids. It can therefore be concluded that first order methods fail to capture
the effect of polymer accurately, given a reasonable amount of grid cells and time steps. To improve the
approximations, high-resolution methods are implemented.

Results were also compared to the simultaneous approximation. But even on coarse grids, there is little
difference between the simultaneous approximation and the first order implicit sequential approximation.

5.3.2. High-resolution methods
As in section 3.2, flux-limiting high-resolution methods are derived using the first order and second order
upwind fluxes. This results in the following high-resolution fluxes:

• Explicit High-Resolution:

Fi+1/2 = F n
i+1/2 = un+1

w,i cn
i +Φ(θn

i+1/2)
1

2
un+1

w,i

(
1−un+1

w,i
∆t

∆x

)[
cn

i+1 − cn
i

]
(5.12)

• Implicit High-Resolution:

Fi+1/2 = F n+1
i+1/2 = un+1

w,i cn+1
i +Φ(θn+1

i+1/2)
1

2
un+1

w,i

(
1−un+1

w,i
∆t

∆x

)[
cn+1

i+1 − cn+1
i

]
, (5.13)

where the van Leer limiter is again used as flux limiter. Numerical solutions for the polymer flooding situ-
ations shown in Figure 5.4b and 5.5b are shown in Figure 5.9 and 5.10. Based on these results similar con-
clusions can be drawn as in section 3.2.2. First of all, the explicit high-resolution scheme performs best and
strongly reduces the numerical diffusion in the approximation of the polymer concentration. This also re-
sults in a more accurate approximation of the water saturation. Secondly, the fully implicit high-resolution
scheme barely outperforms the first order explicit scheme and should therefore only be used in case the time
step prohibits to use explicit methods.

Since reservoir simulators are used to predict and optimize oil recovery, we also look at the effect of the
different methods on the total oil production over time. We compare the production resulting from a water
flood with the production resulting from a secondary polymer flood approximated by a first order and high-
resolution explicit method. What can be seen from Figure 5.6 is that although both methods eventually reach
the same production level, the first order method overestimates the production for some period of time.

Figure 5.6: Production profiles for a polymer flood using an explicit first order method and an explicit high-resolution method
compared to the production profile of a waterflood.



5.3. Numerical solution 41

Figure 5.7: First order numerical solutions at a certain time t > 0 of polymer flooding in secondary mode (top) and tertiary mode
(bottom). Both solved using 50 cells and time steps.

Figure 5.8: First order numerical solutions at a certain time t > 0 of polymer flooding in secondary mode (top) and tertiary mode
(bottom). Both solved using 500 cells and time steps.
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Figure 5.9: High-resolution solutions at a certain time t > 0 of polymer flooding in secondary mode (top) and tertiary mode (bottom).
Both solved using 50 cells and time steps.

Figure 5.10: High-resolution solutions at a certain time t > 0 of polymer flooding in secondary mode (top) and tertiary mode (bottom).
Both solved using 500 cells and time steps.
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5.3.3. Accuracy, stability and efficiency
To quantify the difference in accuracy between the first order and high-resolution methods the 1-norm errors
are observed for both the water saturation and the normalised polymer concentration, see Figure 5.11. The
error of the simultaneous method is comparable with the error of the first order implicit method and therefore
left out of the analysis. In terms of accuracy the advantage of the explicit high-resolution method is clear,
but also in terms of computational costs this method performs satisfactory. As can be seen in Table 5.1,
the CPU times for the explicit high-resolution method are similar to those of the explicit first order method.
Furthermore it can be concluded that all sequential methods are computationally less expensive than the
simultaneous first order implicit method. Since the accuracy of the simultaneous method is almost equal
to the accuracy of the implicit first order sequential method, the simultaneous approach has no advantages
over the sequential approach.

The CPU times of polymer flooding show a relatively small increase compared to the CPU times of water-
flooding shown in Table 3.1. This indicates that most of the computational time is taken up by the flow solver
and not the transport module. Looking at the CPU times of the flow and transport separately we indeed see
that this is the case. For example, the explicit high-resolution scheme spends even less than 2% of the CPU
time on solving the polymer transport.

Besides the accuracy and efficiency, the stability of the numerical polymer flooding scheme has to be
considered as well. Since we are now dealing with a system of coupled nonlinear equations (5.7), stability
analysis becomes even more complex than in the cases considered previously. First of all, the polymer trans-
port equation in (5.7) can be rewritten in the nonconservative form

∂cp

∂t
+ uT fw (Sw ,cp )

φSw

∂cp

∂x
= 0,

which is simply the advection equation with variable coefficients. As for the passive tracer transport equation,
a local stability criterion can be found via von Neumann analysis if the coefficients are frozen at a certain
point. This results in the necessary stability condition

CP = max
Sw ,cp

∣∣∣∣ ∆t

φ∆x

uw (Sw ,cp )

Sw

∣∣∣∣= max
Sw ,cp

∣∣∣∣∆t

∆x

uT

φ

fw (Sw ,cp )

Sw

∣∣∣∣≤ 1. (5.14)

Since a nonzero polymer concentration shifts the fractional flow curve fw to the right, the maximum is at-
tained at cp = 0:

max
Sw ,cp

∣∣∣∣ fw (Sw ,cp )

Sw

∣∣∣∣= max
Sw

∣∣∣∣ fw (Sw )

Sw

∣∣∣∣
which means that CT = CP and thus that the necessary stability condition for the polymer transport is the
same as for the transport of a passive tracer.

Stability of the implicit scheme for the nonlinear flow equation is again difficult. As in section 2.3.3, all we
can say is that the scheme is much more stable than explicit or semi-implicit alternatives and that time steps
should not be taken too large to ensure convergence to the correct solution.

CPU-time [s]

N
Simultaneous implicit

method
Explicit 1st order

method
Implicit 1st order

method
Explicit high-res

method
Implicit high-res

method
10 2.1060 1.2168 0.9204 0.8892 1.0608
40 3.6660 2.9952 3.3852 3.1200 3.6504

100 9.8749 7.9093 7.5348 7.7688 8.2525
400 41.0127 33.0566 33.4310 33.9770 35.4434

1000 121.1504 97.9218 96.9390 97.6878 99.2010

Table 5.1: CPU-times of all numerical methods applied to polymer flooding for increasing amount of grid cells.
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(a) Error in the water saturation for the first order implicit
(crosses) and explicit method (circles) and the high-resolution

implicit (squares) and explicit method (triangles).

(b) Error in the polymer concentration for the first order implicit
(crosses) and explicit method (circles) and the high-resolution

implicit (squares) and explicit method (triangles).

Figure 5.11: Log-log plot of the 1-norm error versus the amount of grid cells N for the water saturation (left) and the polymer
concentration (right).

5.4. Hydrodynamic acceleration
Physical experiments show that polymer travels faster through water than passive tracers, meaning that the
average velocity of polymer molecules is higher than the average water velocity. Two different physical expla-
nations exist for this phenomenon. The most common explanation is that the smallest pores are inaccessible
to the large polymer molecules [12], causing the polymer to move only in part of the pore space and thereby
move ahead of the water. The region of the pore space which is inaccessible to polymer is called the inac-
cessible pore volume (IPV). The other explanation is that polymer molecules tend to move in the center part
of the pore flow channels, where the flow velocity is higher than close to the pore walls. This explanation is
referred to as the excluded pore volume model (EPV). Both explanations result in the fact that only part of the
available pore space is used by the polymer, and can therefore be modelled the same way.

In reservoir simulators the most common way to model hydrodynamic acceleration is by introducing
a constant velocity enhancement factor. As was shown by Bartelds et al.(1997), this approach leads to ill-
posedness of the mathematical model which results in nonphysical solutions around the polymer front. An-
other model with a saturation dependent enhancement factor was proposed by Bartelds et al. and later ex-
tended by Hilden et al. (2016) to obtain a well-posed mathematical system. It will be shown here that the
simple adjustment proposed by Bartelds et al. indeed results in a well-posed system. This model converges
to a different solution than the model with a constant enhancement factor. Whether this solution matches
the physical phenomenon we wish to capture is still an open question.

5.4.1. Constant factor
By introducing the constant velocity enhancement factor α, the system of conservation equations (5.7) turns
into:

φ
∂

∂t
(Sw )+uT

∂

∂x

(
fw (Sw ,cp )

)= 0

φ
∂

∂t
(Sw cp )+αuT

∂

∂x

(
cp fw (Sw ,cp )

)= 0.
(5.15)

This system can be rewritten into quasi-linear form as:

∂

∂t
(Sw )+ uT

φ

(
∂ fw

∂Sw

∂Sw

∂x
+ ∂ fw

∂cp

∂c

∂x

)
= 0

∂cp

∂t
+

(
αuT

φ

fw

Sw
+ cp (α−1)uT

φSw

∂ fw

∂cp

)
∂cp

∂x
+

(
cp (α−1)uT

φSw

∂ fw

∂Sw

)
∂Sw

∂x
= 0,

(5.16)
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which in matrix-vector notation becomes (
Sw

cp

)
t
+ A

(
Sw

cp

)
x
=

(
0
0

)
(5.17)

with

A = uT

φ

 ∂ fw
∂Sw

∂ fw
∂cp

cp (α−1)
Sw

∂ fw
∂Sw

α fw+cp (α−1) ∂ fw
∂cp

Sw

 .

We will follow the approach of Bartelds et al.(1997) to show that this system is hyperbolic forα= 1 (no velocity
enhancement) but contains an elliptic region for α> 1.

The system (5.17) is called hyperbolic if the eigenvalues of matrix A are real for all Sw ,cp , which is true if
the discriminant of the quadratic equation for the eigenvalues is nonnegative [3], i.e.

D =
(

uT

φ

)2


 ∂ fw

∂Sw
−
α fw + cp (α−1) ∂ fw

∂cp

Sw

2

+4

(
cp (α−1)

Sw

∂ fw

∂cp

∂ fw

∂Sw

)≥ 0.

For the situation without velocity enhancement, α= 1, this condition is always satisfied since

D =
(

uT

φ

)2 (
∂ fw

∂Sw
− fw

Sw

)2

≥ 0.

From the analytical solution we know that at the polymer front ∂ fw
∂Sw

= fw
Sw

, meaning that D = 0 and thus that
the two eigenvalues coincide. The set of all pairs (Sw ,cp ) for which this holds is denoted by H

H =
{

(Sw ,cp )

∣∣∣∣ ∂ fw

∂Sw
(Sw ,cp ) = fw (Sw ,cp )

Sw

}
.

Now let α= 1+ε with ε> 0 sufficiently small, then we obtain

D =
(

uT

φ

)2


 ∂ fw

∂Sw
−

fw +ε fw +εcp
∂ fw
∂cp

Sw

2

+4

(
εcp

Sw

∂ fw

∂cp

∂ fw

∂Sw

) .

For (Sw ,cp ) ∈ H this simplifies to

D =
(

uT

φ

)2


ε fw +εcp

∂ fw
∂cp

Sw

2

+4

(
εcp

Sw

∂ fw

∂cp

∂ fw

∂Sw

)
=

(
uT

φ

)2 ε

Sw

[
ε

Sw

(
fw + cp

∂ fw

∂cp

)2

+4cp
∂ fw

∂cp

∂ fw

∂Sw

]
.

As εwas chosen sufficiently small, the term 4cp
∂ fw
∂cp

∂ fw
∂Sw

dominates the discriminant. Looking at the fractional

flow function (5.5), it holds that

∂ fw

∂cp
< 0,

∂ fw

∂Sw
≥ 0,

meaning that the dominant term is negative and therefore the discriminant itself is negative. This implies that
both eigenvalues of our system are complex, resulting in an elliptic region around the set H and an ill-posed
model.

To illustrate the consequences of this elliptic region, the secondary polymer flooding case introduced
earlier in this section is considered. Results using the explicit high-resolution method for α= 1 and α= 1.25
are compared for two different time step sizes. Since no analytical solution is known for this model, solutions
are calculated on a very fine grid. As can be seen in Figure 5.12, a constant velocity enhancement factor results
in a peak in the polymer concentration at the front and slight instabilities right before the peak. The height
of the peak depends on both the coarseness of the grid and the time step size. Looking at the phase-space
solutions, we see that the increase in polymer concentration occurs near the elliptic region. Since the initial
condition and the boundary condition (injection values) are located on opposite sides of this elliptic region,
the numerical solution cannot avoid crossing this region of instability.
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(a) Solution for α= 1 (solved using 2000 time steps) in x-space (left) and phase-space (right).

(b) Solution for α= 1.25 (solved using 2000 time steps) in x-space (left) and phase-space (right).

(c) Solution for α= 1.25 (solved using 500 time steps) in x-space (left) and phase-space (right).

Figure 5.12: Numerical solutions of polymer flooding in secondary mode for different constant velocity enhancement factors α using
500 grid cells. Solutions are shown in x-space (left) and in phase-space (right), where the shaded area denotes the elliptic region.

5.4.2. Saturation dependent factor
In the paper by Bartelds et al. (1997) a saturation dependent velocity enhancement factor is proposed

α(Sw ) = Sw

Sw −S∗ , (5.18)

where S∗ is the threshold saturation needed to be reached before polymer can enter the porous medium. In
the presence of adsorption, a necessary requirement for well-posedness of this model is that S∗ < Swc . Since
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this requirement is quite restrictive, Hilden et al (2016) propose an extended model that is well-posed for all
values of S∗. However, since our model does not contain an adsorption term, the simple approach of Bartelds
results in a well-posed model for all values of S∗ as will be demonstrated below.

With the saturation dependent velocity enhancement factor α(Sw ), the system of conservation equations
(5.7) is given by:

φ
∂

∂t
(Sw )+uT

∂

∂x

(
fw (Sw ,cp )

)= 0

φ
∂

∂t
(Sw cp )+ uT

∂

∂x

(
α(Sw )cp fw (Sw ,cp )

)= 0.
(5.19)

In this case the quasilinear form turns into:

∂

∂t
(Sw )+ uT

φ

(
∂ fw

∂Sw

∂Sw

∂x
+ ∂ fw

∂cp

∂c

∂x

)
= 0

∂cp

∂t
+ uT

φ

(
α fw

Sw
+ cp (α−1)

Sw

∂ fw

∂cp

)
∂cp

∂x
+ uT

φ

(
cp fw

Sw

∂α

∂Sw
+ cp (α−1)

Sw

∂ fw

∂Sw

)
∂Sw

∂x
= 0,

(5.20)

which in matrix-vector notation becomes (
Sw

cp

)
t
+ A

(
Sw

cp

)
x
=

(
0
0

)
(5.21)

with

A = uT

φ

 ∂ fw
∂Sw

∂ fw
∂cp

cp fw
∂α
∂Sw

+cp (α−1) ∂ fw
∂Sw

Sw

α fw+cp (α−1) ∂ fw
∂cp

Sw

 .

The discriminant is now given by

D =
(

uT

φ

)2


 ∂ fw

∂Sw
−
α fw + cp (α−1) ∂ fw

∂cp

Sw

2

+4

∂ fw

∂cp

cp fw
∂α
∂Sw

+ cp (α−1) ∂ fw
∂Sw

Sw


 .

From (5.18) we easily find that

dα

dSw
=− S∗

(Sw −S∗)2 =−α(α−1)

Sw
.

Substituting this, the discriminant can be written as

D =
(

1

Sw

)2 (
uT

φ

)2 [(
∂ fw

∂Sw
Sw −α fw − cp (α−1)

∂ fw

∂cp

)2

+4
∂ fw

∂cp

(
−α(α−1)cp fw + cp (α−1)

∂ fw

∂Sw
Sw

)]
.

Expanding the quadratic term allows us to cancel terms and we end up with

D =
(

1

Sw

)2 (
uT

φ

)2 [(
∂ fw

∂Sw
Sw −α fw + cp (α−1)

∂ fw

∂cp

)2]
> 0,

which means that our system is indeed strictly hyperbolic. Note that we have not used any assumptions in
the value of S∗ to deduce this and therefore the model is well-posed for all values of S∗.

Numerical solutions for this saturation dependent model with threshold saturation S∗ = 0.14 are shown
in Figure 5.13. The solution profile is clearly dependent on the chosen amount of time steps. As ∆t ↓ 0, the
peak in the polymer concentration disappears and the front moves further up the reservoir in the same time.
The solution converges to a solution that shows a monotone polymer concentration. This means that for a
finite ∆t , the peak in polymer concentration at the front is numerical and not physical, i.e. not part of the
model. One of the models proposed by Hilden et al. (2016) does not show this numerical accumulation of
polymer concentration at the front. In all examples considered in their paper, results of this model show a
monotone polymer concentration. However, no guarantee is given that this will always be the case, so the
solution profile could still be dependent on the grid and time step size.
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Since polymer accumulation near the water front is not necessarily unphysical [9, 4], it is also unsure if
the solutions showing a monotone polymer concentration are physically correct. In order to make statements
about this, the models should be validated against experimental data first.

What we can conclude is that the conventional approach of choosing a constant velocity enhancement
factor results in an ill-posed system and an unstable solution. To overcome this, some form of saturation
dependency could be used to model the velocity enhancement. What form this should be depends on which
physical results one wishes to mimic. Also, one must make sure that the numerical model is such that the
results correspond to the physical model. Numerical effects like the overshoot in polymer concentration
shown in Figure 5.13 have to be avoided.
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(a) Solution using 500 time steps in x-space (left) and phase-space (right).

(b) Solution using 1000 time steps in x-space (left) and phase-space (right).

(c) Solution using 2000 time steps in x-space (left) and phase-space (right).

(d) Solution using 4000 time steps in x-space (left) and phase-space (right).

Figure 5.13: Numerical solutions of polymer flooding in secondary mode with a saturation dependent velocity enhancement factor
using 500 grid cells and different amount of time steps.





6
Transport of surfactant

In addition to polymer flooding, another widely used EOR technique is surfactant flooding. Surfactant is sol-
uble in both oil and water and classified as a partitioning active tracer. Injection of surfactants is often com-
bined with the injection of polymer (SP flooding), polymer and alkaline (ASP flooding) or foam (SF flooding).
In this section we solely treat SP flooding.

As mentioned in the introduction of Chapter 5, polymer flooding accelerates the oil production but does
not change the residual oil saturation and therefore does not change the total amount of movable oil present
in the reservoir. Due to the interfacial tension (IFT) between oil and water, a large amount of oil remains
trapped in the porous medium. By decreasing the IFT, part of this trapped oil can be released, resulting in
a lower residual oil saturation and an increase in the oil recovery. The leading EOR technique for achieving
a low IFT is the use of surfactants [12]. Besides the impact on the residual oil saturation, lowering the IFT
also alters the two-phase flow properties, causing the relative permeability curves to shift upwards to more
straight lines, see Figure 6.1 for an example.

Already at a very low surfactant concentration the IFT reaches its lowest value, see Figure 6.2. Since typ-
ical surfactant concentrations are around 0.5%, the transition from the set of relative permeabilities of an
oil-water system to the to set of relative permeabilities for an oil-water-surfactant system will be be rather
sudden. Therefore an instantaneous switch in relative permeabilities is an obvious choice to model this tran-
sition. However, it will be shown in this section that this instantaneous switch will lead to numerical diffi-
culties, causing oscillations in the solution profile over time. Some form of interpolation could be used to
diminish these oscillations.

Figure 6.1: Typical set of relative permeability functions for an
oil-water and oil-water-surfactant system.

Figure 6.2: Interfacial tenstion (IFT) as a function of the surfactant
concentration cs , showing that the lowest IFT value is reached for a

very low surfactant concentration.

As for polymer flooding, it is very important for the prediction of SP flooding that the surfactant and
polymer fronts are solved accurately. In Chapter 5 it was shown that of all numerical methods considered,

51
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the explicit high resolution method was most accurate and therefore most suited to sharply resolve the fronts
in the polymer flooding solution. This numerical method is therefore applied to all SP flooding problems.

Also as in chapter 5, adsorption of surfactant (and polymer) onto the rock is omitted from the transport
model.

6.1. Model equations
The transport equation of surfactant is different from that of polymer, since surfactant partitions between the
oil and water phase. This partitioning described by cs,o = K cs,w , where cs,o is the surfactant concentration in
oil, cs,w the surfactant concentration in water and K the partitioning coefficient. By defining cs = cs,w , Kw = 1
and Ko = K , the conservation equation for surfactant can be written as

∂

∂t

(
φ

∑
α∈{o,w}

SαKαcs

)
=−∇·

( ∑
α∈{o,w}

uαKαcs

)

φ
∂

∂t
[(Sw +K So)cs ] =−∇· [(uw +K uo)cs ] .

After solving this equation for cs , the surfactant concentration in oil simply follows from multiplication with
the partitioning coefficient K .

For surfactant flooding, the oil and water velocity depend on the surfactant concentration and we obtain
the following coupled system of non-linear conservation equations for oil, water and surfactant

φ
∂

∂t
(Sα)+∇· (uα(Sα,cs )) = 0, α ∈ {o, w} (6.1)

φ
∂

∂t
[(Sw +K So)cs ]+∇· [(uw (Sw ,cs )+K uo(So ,cs )) cs ] = 0. (6.2)

As mentioned in the introduction of this chapter, surfactant injection is often combined with polymer
injection, a chemical EOR technique called SP flooding. In case of SP flooding, the oil and water velocity de-
pend on both the polymer and the surfactant concentration. The coupled system of non-linear conservation
equations for oil, water, polymer and surfactant is obtained by combining equations (6.1), (6.2) and (5.2):

φ
∂

∂t
(Sα)+∇· (uα(Sα,cp ,cs )

)= 0, α ∈ {o, w}

φ
∂

∂t
(Sw cp )+∇· (cp uw (Sw ,cp ,cs )

)= 0,

φ
∂

∂t
[(Sw +K So)cs ]+∇· [(uw (Sw ,cp ,cs )+K uo(So ,cp ,cs )) cs

]= 0.

(6.3)

If cp ≡ 0 we simply obtain the surfactant flooding model and if cs ≡ 0 the polymer flooding model is obtained.
In fractional flow formulation the SP flooding equations become

∇·uT = 0

φ
∂

∂t
(Sw )+uT ∇· ( fw (Sw ,cp ,cs )

)= 0 (6.4)

φ
∂

∂t
(Sw cp )+uT ∇· (cp fw (Sw ,cp ,cs )

)= 0 (6.5)

φ
∂

∂t
[(Sw +K So)cs ]+uT ∇· (( fw (Sw ,cp ,cs )+K fo(Sw ,cp ,cs )) cs

)= 0, (6.6)

where fw (Sw ,cp ,cs ) is the fractional flow function in the presence of polymer and surfactant. Since
∑
α∈{o,w}Sα =

1 and
∑
α∈{o,w} fα = 1, equation (6.6) can be simplified to

φ
∂

∂t
[(K + (1−K )Sw )cs ]+uT ∇· ((K + (1−K ) fw (Sw ,cp ,cs )) cs

)= 0.

The introduction of surfactant causes the relative permeability curves to change very sudden. This change is
modelled as an instantaneous transition when the average surfactant concentration exceeds c∗s f t = 10−4, the
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concentration value at which the lowest IFT value (IFTOWS) is reached (see Figure 6.2). The average surfactant
concentration is defined as

cs f t = cs (Sw +K So) = cs [Sw +K (1−Sw )] = cs [K + (1−K )Sw ]. (6.7)

Where cs f t (x, t ) ≤ c∗s f t the set of relative permeabilities without surfactant, denoted by {kr w ,kr o}, is applied

and where cs f t (x, t ) > c∗s f t the set of relative permeabilities with surfactant, denoted by {k s f t
r w ,k s f t

r o }, is applied.

In terms of the fractional flow function fw (Sw ,cp ,cs ) this instantaneous transition can be written as

fw (Sw ,cp ,cs ) =
{

fw (Sw ,cp ) if cs f t (x, t ) ≤ c∗s f t

f s f t
w (Sw ,cp ) if cs f t (x, t ) > c∗s f t

where fw and f s f t
w are the fractional flow functions for the oil-water-polymer and the oil-water-polymer-

surfactant systems given by

fw (Sw ,cp ) = kr w (Sw )

kr w (Sw )+ µw (cp )
µo

kr o(Sw )
, f s f t

w (Sw ,cp ) = k s f t
r w (Sw )

k s f t
r w (Sw )+ µw (cp )

µo
k s f t

r o (Sw )
.

withµw (cp ) given by equation (5.6). For the relative permeabilites shown in Figure 6.1 and a constant polymer
concentration c̄p > 0 the corresponding fractional flow functions are shown in Figure 6.3.

Figure 6.3: Fractional flow functions corresponding to the relative permeability curves shown in Figure 6.1 for an oil-water system

( fw (Sw ,0)), an oil-water-polymer system ( fw (Sw , c̄p )), an oil-water-surfactant system ( f
s f t
w (Sw ,0)) and an

oil-water-polymer-surfactant system ( f
s f t
w (Sw , c̄p )).

6.2. Analytical solution
In this section the analytical solution of some very simple one dimensional SP flooding cases will be derived.
In 1D equations (6.4), (6.5) and (6.6) turn into

φ
∂

∂t
(Sw )+uT

∂

∂x

(
fw (Sw ,cp ,cs )

)= 0

φ
∂

∂t
(Sw cp )+uT

∂

∂x

(
fw (Sw ,cp ,cs ) cp

)= 0

φ
∂

∂t
([K + (1−K )Sw ]cs )+uT

∂

∂x

([
K + (1−K ) fw (Sw ,cp ,cs )

]
cs

)= 0.

(6.8)

Analytical solutions for Sw , cp and cs on x ∈R are derived for SP flooding in both secondary and tertiary mode
for K = 0. For K > 0 only the solution of a simplified tertiary flooding case is considered.
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If K = 0, i.e. if surfactant is only present in the water phase, the last equation of (6.8) simplifies to

φ
∂

∂t
(Sw cs )+uT

∂

∂x

(
fw (Sw ,cp ,cs ) cs

)= 0 (6.9)

which is equal to the polymer transport equation with cp = cs . For SP flooding in secondary mode similar
initial data is imposed on Sw as was done for the polymer flooding. However, since we inject water with
surfactant, which lowers the residual oil saturation, the initial data is now given by

Sw (x,0) =
{

Si n j
w = 1−Ss f t

or = 0.95 x < 0

S0
w x ≥ 0.

(6.10)

On cp and cs the following similar Riemann initial data is imposed:

cp (x,0) =
{

c̄p x < 0

0 x ≥ 0
cs (x,0) =

{
c̄s x < 0

0 x ≥ 0,
(6.11)

with c̄p and c̄s >> c∗s f t constant. Again we assume uT > 0, such that the solution for x > 0 represents a

reservoir on x > 0 where from t = 0 water with a constant polymer and surfactant concentration (c̄p , c̄s ) is
injected at x = 0. The initial polymer and surfactant concentration profile travel through the reservoir with
the same speed. The characteristic velocities of both concentrations are equal to

(
d X

d t

)
cp

=
(

d X

d t

)
cs

= uT fw
(
Sw ,cp ,cs

)
φSw

= uT f S f t
w

(
Sw , c̄p

)
φSw

.

Since the polymer and surfactant concentration fronts align, two saturation shocks arise in the SP flooding
solution, same as in the polymer flooding solution. One shock where water with polymer and surfactant
contacts water without both chemicals and one shock where the water saturation jumps to its initial value.

The difference with polymer flooding is that the flux function for water with polymer and surfactant,

f s f t
w (Sw , c̄p ), is a convex function (see Figure 6.3). This means that the saturation S∗1 value left from the first

shock is simply the injection saturation Si n j
w = 1−Ss f t

or and the velocity of the shock, i.e. the velocity of the
polymer-surfactant front, is given by the characteristic velocity of polymer and surfactant at this saturation:

σ=
uT f s f t

w

(
Si n j

w , c̄p

)
φSi n j

w

= uT

φ
(
1−Ss f t

or

) . (6.12)

The saturation right after the shock S∗2 can be found from the jump conditions across the shock:

f s f t
w

(
Si n j

w , c̄p

)
Si n j

w

=
f s f t

w

(
Si n j

w , c̄p

)
− fw

(
S∗2,0

)
Si n j

w −S∗2

1

1−Ss f t
or

= 1− fw
(
S∗2,0

)
1−Ss f t

or −S∗2
.

From S∗2 the water saturation jumps to the initial water saturation S0
w = Swc . The resulting analytic solution

together with the schematic illustration on how to find the shock saturations is shown in Figure 6.4. Note that
the normalized polymer concentration cp (x, t )/c̄p and the normalized surfactant concentration cs (x, t )/c̄s

are the same in this case and therefore represented as one solution. For a more detailed derivation of this
analytical solution, see Appendix A.

For SP flooding in tertiary mode, the injection of polymer and surfactant starts after some period T of
waterflooding. For simplicity it is assumed that the reservoir is fully water saturated after this period, i.e.
Sw (x,T ) = S0

w = 1−Sor . The only difference with the analytical solution of SP flooding in secondary mode is
that the water saturation jumps from S∗2 to 1−Sor instead of Swc , see Figure 6.5.

A third case is considered where polymer injection starts at t = 0 and surfactant injection after some time
T . For simplicity it is again assumed that the reservoir is fully water saturated after this period Sw (x,T ) =
1 − Sor and the extra assumption is made that the polymer concentration in the reservoir is uniform, i.e.
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(a) Schematic illustration of the construction of the SP flooding
solution in secondary mode for K = 0.

(b) Solution of Sw (x, t ), cp (x, t ), cs (x, t ) at a certain time t > 0. The
water saturation Sw (x, t ) is shown in blue and the normalized

polymer/surfactant concentration is shown in green.

Figure 6.4: Analytical solution of SP flooding in secondary mode with K = 0 for certain time t > 0.

(a) Schematic illustration of the construction of the SP flooding
solution in tertiary mode for K = 0.

(b) Solution of Sw (x, t ), cp (x, t ), cs (x, t ) at a certain time t > 0. The
water saturation Sw (x, t ) is shown in blue and the normalized

polymer/surfactant concentration is shown in green.

Figure 6.5: Analytical solution of SP flooding in tertiary mode with K = 0 for certain time t > T .

cp (x,T ) = c̄p . This changes the jump conditions across the first shock. The saturation S∗2 right after the
shock can now be found by solving

f S f t
w (Si n j

w , c̄p )

Si n j
w

= f S f t
w (Si n j

w , c̄p )− fw (S∗2, c̄p )

Si n j
w −S∗2

.

The resulting analytic solution is shown in Figure 6.6.
For K > 0 the polymer and surfactant no longer travel with the same speed. The characteristic velocity of

the polymer is given by

υp =
(

d X

d t

)
cp

= uT

φ

fw (Sw ,cp ,cs )

Sw

while the characteristic velocity of the surfactant is given by

υs =
(

d X

d t

)
cs

= uT

φ

K + (1−K ) fw (Sw ,cp ,cs )

K + (1−K )Sw
.
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(a) Schematic illustration of the construction of the solution of SP
flooding case 3 for K = 0.

(b) Solution of Sw (x, t ), cp (x, t ), cs (x, t ) for certain time t > 0. The
water saturation Sw (x, t ) is shown in blue, the normalized

polymer concentration cp (x, t )./c̄p is shown in yellow and the
normalized surfactant concentration cs (x, t )./c̄s is shown in green.

Figure 6.6: Analytical solution of SP flooding case 3 with K = 0 at a certain time t > T .

This means that if the initial data (6.11) are imposed on cp ,cs , the polymer and surfactant concentration
fronts no longer align for t > 0. This complicates the construction of the analytical solution of SP flooding in
secondary and tertiary mode. Therefore we only consider the third polymer flooding case, where surfactant
injection starts after a certain time T and Sw ,cp are assumed uniform over the reservoir at that time. Again
two saturation shocks form. The first shock coincides with the discontinuity in cs and travels with the shock
velocity

σK = uT

φ

K + (1−K ) fw (Si n j
w ,cp ,cs )

K + (1−K )Sw
= uT

φ

1

K + (1−K )
(
1−Ss f t

or

) = uT

φ
(
1−Ss f t

or +K Ss f t
or

) .

Comparing this to the shock velocity for K = 0, see equation (6.12), we see that σK <σ for all K > 0. Partition-
ing thus delays the transport of surfactant. The saturation value right from the first shock can be obtained in
a similar way as was done for K = 0. The resulting analytic solution for K = 20 together with the schematic
illustration on how to find the shock saturations is shown in Figure 6.7.

(a) Schematic illustration of the construction of the solution of SP
flooding case 3 for K = 20.

(b) Solution of Sw (x, t ), cp (x, t ), cs (x, t ) at a certain time t > 0. The
water saturation Sw (x, t ) is shown in blue, the normalized

polymer concentration cp (x, t )./c̄p is shown in yellow and the
normalized surfactant concentration cs (x, t )./c̄s is shown in green.

Figure 6.7: Analytical solution of SP flooding case 3 with K = 20 for certain time t > T .
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6.3. Numerical solution
For more complicated problems than the ones considered in the previous section, the SP flooding must be
solved numerically. As in section 5.3, the coupled system of equations (6.3) is solved using a sequential ap-
proach. This approach is simply an extended version of the approach used for polymer flooding. A single
time step from t n to t n+1 in the SP flooding sequential approach consists of the following steps

1) Solve the flow equations: compute Sn+1
w ,Sn+1

o using cn
p ,cn

s via the fully implicit nonlinear discretization scheme Sn+1
o,i = Sn

o,i − ∆t
φ∆x

[
uo

(
Sn+1

o,i ,cn
p,i ,cn

s,i

)
−uo

(
Sn+1

o,i−1,cn
p,i−1,cn

s,i−1

)]
Sn+1

w,i = Sn
w,i − ∆t

φ∆x

[
uw

(
Sn+1

w,i ,cn
p,i ,cn

s,i

)
−uw

(
Sn+1

w,i−1,cn
p,i−1,cn

s,i−1

)] (6.13)

2) Solve the polymer and surfactant transport equation: compute cn+1
p and cn+1

s using Sn+1
w and Sn+1

o

(Sw cp )n+1
i = (Sw cp )n

i − ∆t

φ∆x

[
Fi+1/2

(
Sn+1

w ,cn
p ,cn

s

)
−Fi−1/2

(
Sn+1

w ,cn
p ,cn

s

)]
[(Sw +K So)cs ]n+1

i = [(Sw +K So)cs ]n
i − ∆t

φ∆x

[
Gi+1/2

(
Sn+1

w ,Sn+1
o ,cn

p ,cn
s

)
−Gi−1/2

(
Sn+1

w ,Sn+1
o ,cn

p ,cn
s

)]
.

Explicit high-resolution fluxes are chosen for both Fi±1/2 and Gi±1/2:

Fi+1/2 = F n
i+1/2 = un+1

w,i cn
p,i +Φ(θn

i+1/2)
1

2
un+1

w,i

(
1−un+1

w,i
∆t

∆x

)[
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p,i+1 − cn
p,i

]
Gi+1/2 =Gn

i+1/2 = un+1
s,i cn

s,i +Φ(θn
i+1/2)

1

2
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(
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∆t

∆x

)[
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s,i+1 − cn
s,i

]
where

un+1
w,i = uw

(
Sn+1

w,i ,cn
p,i ,cn

s,i

)
, un+1

s,i = uw

(
Sn+1

w,i ,cn
p,i ,cn

s,i

)
+K uo

(
Sn+1

o,i ,cn
p,i ,cn

s,i

)
.

Numerical solutions for the SP flooding situations from Figures 6.4, 6.5, 6.6 and 6.7 are shown in Figure
6.8. Since the focus in this chapter is on the transport of surfactant, the normalized polymer concentration
is not shown in the results. For SP flooding in secondary and tertiary mode the normalized polymer concen-
tration cp (x, t )/c̄p is equal to the normalized surfactant concentration. For SP flooding case 3, the polymer
concentration is uniform over the reservoir, so the normalized polymer concentration is equal to one.

All saturation solutions in Figure 6.8 show a dip below the analytical solution directly after the surfactant
front. This dip changes as the solution travels through the reservoir. To further investigate this behaviour we
look at the solutions over time at the end of the reservoir which is located at x = L, see Figure 6.9. In all cases,
small oscillations in time in both the oil and water saturation are visible just before the surfactant front. This
behaviour is nonphysical. Since the relative permeabilities and therefore the fractional flow functions switch
discontinuously around the surfactant front, the hypothesis is that this discontinuous transition causes the
nonphysical behaviour in the solutions. In the next section this hypothesis is tested and analysed one one of
the cases from Figure 6.9.
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(a) SP flooding in secondary mode with K = 0. (b) SP flooding in tertiary mode with K = 0.

(c) SP flooding case 3 with K = 0. (d) SP flooding case 3 with K = 20.

Figure 6.8: Numerical solutions of Sw (x, t ) and cs (x, t )/c̄s at a certain time t > 0 for different SP flooding cases. The analytical solution
of Sw (x, t ) is given by the solid black line and the analytical solution of cs (x, t )/c̄s is given by the dashed black line.

(a) SP flooding in secondary mode with K = 0. (b) SP flooding in tertiary mode with K = 0.

(c) SP flooding case 3 with K = 0. (d) SP flooding case 3 with K = 20.

Figure 6.9: Numerical solutions of Sw (x, t ),So (x, t ) and cs (x, t )/c̄s over time at the end of the reservoir for different SP flooding cases
showing small oscillations in the oil and water saturations over time.
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6.4. Analysis oscillations
Consider the third SP flooding case with K = 0. To analyse the small oscillations shown in Figure 6.9c, we
look at the behaviour of both Sw and the flux function fw (Sw ,cs ,cp ) at a fixed position over time. We vary the
location of this position, the grid size and the time step size. Based on the results from this analysis and the
previous section, the following observations can be made regarding the oscillations:

• The oscillations occur in time, not in space.

• The oscillations do not disappear for ∆t ↓ 0.

• The period T of the oscillations depends on the grid size, i.e. T =∆x/υs where υs is the velocity of the
surfactant.

• The amplitude of the oscillations increases slightly in the x-direction.

The third observation follows from the results shown in Figure 6.10, where the grid size is varied while the
location and time step size are kept fixed.

(a) Solution of fluxes at x = L using 20 cells. (b) Solution of saturations at x = L using 20 cells.

(c) Solution of fluxes at x = L using 100 cells. (d) Solution of saturations at x = L using 100 cells.

Figure 6.10: Numerical solutions of Sw , fw (Sw ,cs ,cp ) and cs (x, t )/c̄s over time at the end of the reservoir for SP flooding case 3.

In Figure 6.10a and 6.10b, which show the solutions over time on the coarse grid, the oscillations are
much more visible than in Figures 6.10c and 6.10d, which show the solutions over time on the fine grid. The
numerical solution on the coarse grid is therefore selected for closer analysis in order to determine what the
cause of the oscillations is.

At a certain time t n the water saturation is approximated by the discrete saturation profile Sn
w,i and the

surfactant concentration is approximated by the discrete concentration profile cn
s,i , for i = 1. . . N . Since K = 0,

the average surfactant concentration given in equation (6.7) is approximated by cn
s f t ,i = cn

s,i Sn
w,i . In the cells
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where cn
s f t ,i ≤ c∗s f t the fractional flow function without surfactant is applied and in the cells where cn

s f t ,i > c∗s f t
the fractional flow function with surfactant is applied. Denote the first cell where cn

s f t ,i ≤ c∗s f t by I +1, then

the discrete fractional flow function (i.e. flux function) at time t n is given by

f n
w,i =

{
fw (Sn

w,i , c̄p ) for i ≤ I

f s f t
w (Sn

w,i , c̄p ) for i > I ,

with fw (Sw , c̄p ) and f s f t
w (Sw , c̄p ) as in Figure 6.11. The fractional flow function thus switches discontinuously

from cell I to cell I +1 as demonstrated in Figure 6.12, where C n
i is defined as

C n
i =

{
1 where cn

s f t ,i ≤ c∗s f t

0 where cn
s f t ,i > c∗s f t .

Figure 6.11: Fractional flow functions for an oil-water-polymer system ( fw (Sw , c̄p )) and an oil-water-polymer-surfactant system

( f
S f t
w (Sw , c̄p )).

Figure 6.12: Solution profile at time t n with a discontinuous switch in fractional flow function from cell I to cell I +1.

Now time steps are taken small, i.e. ∆t υs << ∆x, such that a number of steps is required before the dis-
continuity shifts to the next grid cell, i.e. before C I+1 = 1. According to the sequential solution scheme, the
saturation at time t n+1 follows from the fully implicit scheme (6.13). However, the absence of the fractional
flow functions and the implicitness of this scheme makes it difficult to analyse what happens to the solu-
tion Sn+1

w,i based on f n
w,i . For this analysis we therefore assume that the water saturation is modelled by the
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fractional flow function (6.4), which is discretized using a first order explicit scheme:

Sn+1
w,i = Sn

w,i −
uT

φ

∆t

∆x

[
f n

w,i − f n
w,i−1

]
.

The saturation in grid block I +1 at time t n+1 is then given by

Sn+1
w,I+1 = Sn

w,I+1 −
uT

φ

∆t

∆x

[
f n

w,I+1 − f n
w,I

]
= Sn

w,I+1 −
u

φ

∆t

∆x

[
fw (Sn

w,I+1, c̄p )− f S f t
w (Sn

w,I , c̄p )
]

= Sn
w,I+1 −

u

φ

∆t

∆x
F

(
Sn

w,I ,Sn
w,I+1

)
. (6.14)

Depending on the sign of F , Sn+1
w,I+1 goes either up or down. A contour plot of F for varying Sw,I and Sw,I+1 is

shown in Figure 6.13. For the situation of Figure 6.12, (Sn
w,I ,Sn

w,I+1) is located left from the red line, i.e in the

Figure 6.13: Contour plot of F (Sw,I ,Sw,I+1).

region where F > 0, which means that Sn+1
w,I+1 < Sn

w,I+1 according to (6.14). The saturation in cell I +1 keeps
declining over time until (Sw,I ,Sw,I+1) is such that F > 0, after which Sw,I+1 will increase again. This process
of decline and increase occurs within the time it takes for the surfactant front to travel through one grid block
(i.e. the time it takes for C I+1 to go from zero to one), causing an oscillation to arise in Sw,I+1 over time. This
behaviour is illustrated by the solution path of (Sw,I ,Sw,I+1) from t n till t n+τ shown in Figure 6.14a. At t n+τ+1

the average surfactant concentration in cell I +1 is high enough for C I+1 to turn one. This means that after
t n+τ the discontinuity in the flux function moves one grid block and the whole process repeats itself. If we
refine the grid then almost the same solution path is followed but in less steps, see Figure 6.14b. This is in
accordance with the observation made earlier that the period of the oscillations is proportional to ∆x.

Now we have explained the oscillation in saturation in the cell adjacent to the surfactant front. However,
long before the surfactant front arrives at the end of the reservoir we already see oscillations appearing in the
solution, see Figure 6.10. Cause for this lies in the numerical scheme. For the analysis above we assumed that
the flow follows an explicit scheme, while actually the equation for the water saturation is solved implicitly.
If an implicit scheme is used, then the solution in the cell adjacent to the front influences the solution in the
subsequent cells. For example, if the first order implicit fractional flow disretization is applied, the saturation
in cell I +2 at time t n+1 is given by

u

φ

∆t

∆x
fw

(
Sn+1

w,I+2, c̄p

)
+Sn+1

w,I+2 = Sn
w,I+2 +

u

φ

∆t

∆x
fw

(
Sn+1

w,I+1, c̄p

)
.

Fluctuations in Sn+1
w,I+1 thus result in fluctuations in Sn+1

w,I+2.

From the analysis in this section it can be concluded that oscillations in the numerical solution are caused
by large differences between fluxes left and right from the surfactant front. These large differences are caused
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(a) Contour plot of F (Sw,I ,Sw,I+1) with the solution path of
(Sw,I ,Sw,I+1) from t n till t n+τ for 20 grid cells.

(b) Contour plot of F (Sw,I ,Sw,I+1) with the solution path of
(Sw,I ,Sw,I+1) from t n till t n+τ for 100 grid cells.

Figure 6.14: Contour plot of F with solution profiles for a coarse grid (left) and a fine grid (right) showing how the oscillations arise in
the water saturation over time and that the period of the oscillations depends on ∆x.

by the discontinuous transition from the fractional flow curve with surfactant f s f t
w to the fractional flow curve

without surfactant fw from one grid block to the next. A more smooth transition could decrease these dif-
ferences and diminish the oscillations. To do so, an interpolation between the fractional flow curves based
on the surfactant concentration cs is proposed in the next section. However, no guarantee can be given that
the interpolation removes the oscillations completely. Also note that we are now looking into a specific SP
flooding case with fractional flow functions as in Figure 6.11. In situations where the fractional flow functions
are closer to each other, oscillations are less likely to arise and will have a smaller amplitude.

6.4.1. Interpolation
Instead of instantaneously switching between relative permeability curves when cs f t (x, t ) exceeds c∗s f t =
10−4, an interpolation function m(cs f t ) is introduced which attains values between 0 and 1 for average surfac-
tant concentrations between 0 and c∗s f t . This function is used to interpolate between the two sets of relative

permeability functions in the following way:

kr w (Sw ,cs ) = [1−m(cs f t )] ·kr w (Sw )+m(cs f t ) ·k s f t
r w (Sw )

kr o(Sw ,cs ) = [1−m(cs f t )] ·kr o(Sw )+m(cs f t ) ·k s f t
r o (Sw ).

Since kr w (Sw ) and kr o(Sw ) are not defined for Ss f t
wc ≤ Sw < Swc and 1−Sor < Sw ≤ 1−Ss f t

or , the relative per-
meability functions are extended as in Figure 6.15 to be able to apply this interpolation.

It is also possible to directly interpolate between the fractional flow functions fw and f s f t
w . However, since

our flow simulator solves equations (6.1) and not the fractional flow equations, the fractional flow functions
are not directly used in the solution scheme and this approach can’t easily be applied. We therefore stick to
interpolation between the sets of relative permeabilities.

For the interpolation function m(cs f t ) any function that attains values between 0 and 1 can be selected.
Three popular choices for interpolation functions are shown in Figure 6.16. The effect of each of this functions
on the resulting fractional flow function for different values of cs f t is shown in Figure 6.17. As can be seen
in this figure, the linear interpolation results in a slower transition towards fw than the sine and tangent
hyperbolic shaped interpolations.

For the case considered in this section, the linear interpolation function turns out to perform better than
the other two interpolation functions. Numerical results obtained by applying the linear interpolation are
shown in Figure 6.18. Although the oscillations in the fluxes have not completely disappeard, they are strongly
reduced compared to the results for the instantaneous switch shown in Figure 6.8.
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Figure 6.15: Extended relative permeability functions for the
oil-water and oil-water-surfactant system to be used for

interpolation.

Figure 6.16: Three popular interpolation functions m(cs f t ): a linear
function (blue), a sine shaped function (red) and a tangent

hyperbolic shaped function (yellow).

(a) Linear m(cs f t ). (b) Sine shaped m(cs f t ).

(c) Tangent hyperbolic shaped m(cs f t ).

Figure 6.17: Effect of three different interpolation functions m(cs f t ) on the fractional flow function.
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(a) Solution of fluxes at x = L using 20 cells. (b) Solution of saturations at x = L using 20 cells.

(c) Solution of fluxes at x = L using 100 cells. (d) Solution of saturations at x = L using 100 cells.

Figure 6.18: Numerical solutions of Sw , fw (Sw ,cs ,cp ) and cs (x, t )/c̄s obtained through linear interpolation between the relative
permeabilities.

6.4.2. Illustration on typical SP flooding sequence
The findings from the previous sections are now illustrated on a more realistic example, a typical SP flooding
sequence. This sequence starts with a preflush, where only water is injected, followed by a slug containing
polymer and surfactant. The slug is followed by an aqueous polymer solution and the sequence ends with
chase water. Injection schemes are commonly given in terms of pore volumes injected. One pore volume,
φV , is defined as the total accessible volume in a reservoir with V the total volume of the reservoir. In terms
of pore volumes injected, the injection scheme of the SP flooding sequence is given in Table 6.1.

Injection scheme of a typical SP flooding sequence
PVW F 2.0 PV of water injected
PVSP 0.5 PV of SP injected
PVpPF 1.0 PV of polymer post SP injected
PVpW F 1.0 PV of water post flood

Table 6.1: Injection scheme of a typical SP flooding sequence in terms of injected pore volumes (PV).

The surfactant partitions over the oil and water phase with K = 20 and we the relative permeabilities
switch discontinuously at cs f t (x, t ) = c∗s f t . Again we assume a finite one dimensional reservoir at x ∈ [0,L].

The numerical solutions at the end of the reservoir of the oil and water fluxes, normalized polymer and nor-
malized surfactant concentration in water are shown in Figure 6.19a for two different grid sizes. Similar os-
cillations are observed as in the simplified SP flooding case. Applying a linear interpolation instead of a dis-
continuous transition in relative permeabilities resolves these oscillations but also changes the structure of
the solution very much, see Figure 6.19b. The linear interpolation results in a faster emergence of the effect
of surfactant, causing an earlier increase in the oil production. On the other hand, applying a sine shaped
interpolation results in a solution more like the solution of Figure 6.19a, but does not completely resolve the
oscillations in the solution, see Figure 6.19c.
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6.4.3. Conclusion
From the analysis in this section we can conclude that the oscillations in the SP flooding solutions are caused
by the discontinuous switch in relative permeabilities at the surfactant front. These oscillations can be re-
solved or at least diminished by applying some form of interpolation. The interpolation function must be
carefully selected, as it can have a large impact on the resulting solution profile. To be able to accurately
predict the effect of SP flooding on the oil production, we must make sure that the resulting solution pro-
file matches the physical behaviour we wish to describe. Selection of a suited interpolation function for the
problem at hand can at this moment only be done based on the outcome of the simulation. This approach is
not very practical when dealing with real field cases, which take a considerable amount of time to simulate.
It would be an improvement if the selection of the interpolation function could be done prior to simulation.

(a) Solution obtained through instantaneous switch in relative permeabilities using 20 cells (left) and 100 cells (right).

(b) Solution obtained through a linear interpolation between relative permeabilties using 20 cells (left) and 100 cells (right).

(c) Solution obtained through a sine shaped interpolation between relative permeabilties using 20 cells (left) and 100 cells (right).

Figure 6.19: Numerical solutions at x = L of the oil and water fluxes ( fw (Sw ,cs ,cp ) and 1− fw (Sw ,cs ,cp )), the normalized polymer
concentration (cp (x, t )/c̄p ) and the normalized surfactant concentration in water (cs (x, t )/c̄s ) for different transitions in relative

permeabilities.





7
Conclusions and recommendations

In this chapter the conclusions of this research are presented followed by some recommendations regarding
future work.

7.1. Conclusions
The overall goal of this research was to determine the best way to discretise and couple flow and transport
equations in terms of robustness, stability, efficiency and accuracy. Furthermore, special attention was paid
to the modelling of several physical phenomena associated with polymer and surfactant flooding. In this
section the main conclusions are presented.

In Chapter 2 it was shown that the fully implicit method that is commonly used in commercial reservoir
simulators to solve the system of coupled nonlinear flow equations produces a very stable scheme at the cost
of accuracy and efficiency. The method is computationally very expensive and introduces a lot of numerical
smearing in the saturation. By decoupling flow and transport the transport equation can be solved using a
more accurate and efficient numerical scheme.

To solve the transport equation, different first order and high resolution schemes were implemented and
assessed in section 3.2 and 5.3. The explicit high-resolution method (called the semi-implicit method in
case of a passive tracer) performed best in terms of accuracy and efficiency. This method strongly reduces
the smearing introduced by first order methods and accurately resolves the sharp fronts in both the tracer
concentration and the water saturation. The computational expense of this method is very low compared to
the computational expense of the flow solver. However, the method is only conditionally stable, so care has
to be taken when selecting the time steps.

In Chapter 4 it was shown that the monotonicity of the numerical transport scheme is strongly dependent
on the underlying discrete flow solution. When the same fluxes are used to solve both flow and transport, the
resulting numerical scheme for the transport equation will always be monotone. However, when the fluxes
differ, which is the case when we apply the explicit high-resolution method to the transport equation, then
the numerical scheme can become non-monotonous. To overcome this problem, a partially implicit method
was proposed. This method follows the accurate and efficient high-resolution scheme but switches to the
monotone first order implicit scheme where necessary to ensure monotonicity of the scheme.

Besides the monotonicity, it was shown that the accuracy of the scheme depends on the underlying flow
solution as well. The closer the tracer front is to the oil-water front, where the flow solution is the least accu-
rate, the less the accurate the transport solution.

Overall it can be concluded from Chapters 3, 4 and 5 that it is very useful in terms of accuracy and ef-
ficiency to apply a high-resolution method to the transport equations even though the underlying flow is
solved using a fully implicit first order method.

As mention in the introduction of this thesis, special attention should be paid to how the influences of
active tracers on the flow are modelled. Bad choices can lead to instabilities or cause deviations in the model
outcome. In section 5.4 it was shown that the conventional approach for modelling the hydrodynamic accel-
eration of polymer via a constant velocity enhancement factor results in an ill-posed system and an unstable
solution. To obtain a well-posed system, some form of saturation dependency could be used to model the
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velocity enhancement instead. However, for the saturation dependent models presented in literature it was
neither confirmed nor denied whether their solutions correspond to the actual physical results that we wish
to mimic. Furthermore, the numerical models are not guaranteed to correspond to the physical models as
nonphysical numerical effects can occur in the solution. It therefore remains an open question which physi-
cal and numerical model is best suited for modelling the hydrodynamic acceleration.

Furthermore, we saw in Chapter 6 that the introduction of surfactant rapidly lowers the interfacial tension
between oil and water, causing the set of relative permeability curves for the system to change rather sudden
in the presence of surfactant. When this transition in relative permeabilities is modelled by a discontinuous
switch, oscillations arise in the SP flooding solution. These oscillations can be resolved or at least diminished
by applying some form of interpolation between the relative permeabilities. The interpolation function must
be carefully selected, as it can have a large impact on the resulting solution profile. To be able to accurately
predict the effect of SP flooding on the oil production, the resulting solution profile must match the physical
behaviour we wish to describe.

From these two cases we can conclude that when modelling influences of the tracer(s) on the flow, the
model must be such that the resulting system remains well-posed and the introduction of discontinuities in
the model must be avoided when possible.

7.2. Further remarks and recommendations
In this research the transport equation was assumed to only contain an advective term. Dispersion, dif-
fusion and adsorption terms that are typically present in transport equations, were not included. Since
dispersion/diffusion tends to smoothen the sharp interfaces that arise in the advective transport, numeri-
cal problems disappear often when (a small amount of) dispersion/diffusion is introduced into the model.
For example the oscillations that arise in the SP flooding solution due to the sudden change in relative per-
meabilites tend to disappear upon introduction of a dispersion term. However, the modelling of this diffu-
sion/dispersion term brings numerical difficulties of its own.

Generally, diffusion terms are not solved using an explicit method, since the necessary condition for sta-
bility of this method places a very severe constraint on the time step. Instead an implicit method is prefer-
able, such as the standard Crank–Nicolson method [13]. This method for the diffusion term can most easily
be combined with the high-resolution method for the advection term by using a fractional step method.
Whether this is indeed the best approach to model the diffusion/dispersion term in the transport equation of
tracers in enhanced oil recovery has to be assessed in further research.

Furthermore, only a very simplified version of the transport of a partitioning tracer was considered in this
research, where the tracer concentration in one phase is simply a multiple of the tracer concentration in the
other phase. In reality, the process is much more involved and further research is necessary to determine the
best way to model and discretize the transport equation of a partitioning tracer.

Also, as mentioned in the conclusion, the question which physical and numerical model is best suited
for modelling the hydrodynamic acceleration of polymer remains open after this research. All we can say
is that the conventional approach of a constant velocity enhancement factor should not be used, since it
results in an ill-posed system. To answer this question, the well-posed models available in literature have to
be further evaluated. This evaluation should be two-fold. Firstly, it must be made sure that the numerical
solutions correspond to the physical models and that no nonphysical effects are present in the numerical
solution. Secondly, the physical model results have to be validated against experimental results to confirm
that the correct physical behaviour is being modelled. If none of the existing models turns out to be qualified
to model the hydrodynamic acceleration, a new model should be developed.

Finally, in this thesis it was shown that the oscillations arising in the SP flooding solutions due to a sudden
change in relative permeabilities can be diminished by applying some form of interpolation. However, this
gives no guarantee that the oscillations disappear completely. Besides that, the selection of a suited interpo-
lation function is now based on the simulation results and and can differ per situation. Since simulations of
real field cases are quite time consuming, the evaluation of different interpolation functions after simulation
is not a desirable approach. Ideally, a model or method should be developed that guarantees an oscillation
free solution based on information prior to simulation. Further research is necessary to assess whether such
a method can be developed.



A
Deriving analytical solutions

A.1. Passive tracer
In this appendix we will derive an analytical solution to the passive tracer transport problem presented in
section 3.1. Although the passive tracer transport equation can be solved separately from the flow equation,
the two are now coupled to obtain a system of two conservation laws. For simplicity we write S = Sw and we
obtain

∂S

∂t
+ ∂

∂x

(
uT

φ
fw (S)

)
= 0 (A.1)

∂(S c)

∂t
+ ∂

∂x

(
uT

φ
fw (S)c

)
= 0 (A.2)

This system can be written as qt + f (q)x = 0 with

q =
[

S
S c

]
f (q) =

[ uT
φ fw (q1)

uT
φ fw (q1) q2

q1

]
.

Across any shock the Rankine-Hugoniot jump condition must be satisfied:

σ= f (qL)− f (qR )

qL −qR
, (A.3)

where qL is the state directly left from the shock and qR the state directly right from the shock. In order to find
the postshock value q∗, the following two equations must thus be satisfied simultaneously:

σ= uT

φ

fw (q∗
1 )− fw (q1,R )

q∗
1 −q1,R

(A.4)

σ= uT

φ

fw (q∗
1 )

q∗
2

q∗
1
− fw (q1,R )

q2,R
q1,R

q∗
2 −q2,R

. (A.5)

Since the shock solution for q1 = Sw is already known from the analytical flow solution, only the shock in q2

is considered. This shock is located at the point where the concentration c jumps from c̄ to 0, i.e. c∗ = c̄ and
cR = 0. Substituting this into (A.5) results in shock velocity

σ= uT

φ

fw (S∗)c∗− fw (SR )cR

S∗c∗−SR cR
= uT

φ

fw (S∗)c̄

S∗c̄
= uT

φ

fw (S∗)

S∗ .

On the other hand equation (A.4) can be written as

σ= uT

φ

fw (S∗)− fw (SR )

S∗−SR
= uT

φ

d fw

dS
(S∗),

assuming that there is no discontinuity in S and therefore that S∗ ≈ SR . Combining both expressions results
in

fw (S∗)

S∗ = d fw

dS
(S∗).
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A.2. Polymer
In this appendix we will derive an analytical solution to the polymer transport problem presented in section
5.2. As in Appendix A.1, the transport and flow equation are coupled and we obtain the following system of
conservation laws:

∂S

∂t
+ ∂

∂x

(
uT

φ
fw (S,cp )

)
= 0 (A.6)

∂(S cp )

∂t
+ ∂

∂x

(
uT

φ
fw (S,cp )cp

)
= 0, (A.7)

where S = Sw . This system can be written as qt + f (q)x = 0 with

q =
[

S
S c

]
f (q) =

 uT
φ fw

(
q1, q2

q1

)
uT
φ fw

(
q1, q2

q1

)
q2
q1

 .

The solution of q1(x, t ) (= Sw (x, t )) contains two shocks. The first shock is located at the point where the
polymer concentration cp (= q2/q1) jumps from c̄p to 0. This shock in q1 coincides with a discontinuity in q2

(= Sw (x, t )cp (x, t )), separating the water with polymer from the water without polymer. Across this shock the
Rankine-Hugoniot jump condition (A.3) must be satisfied, which leads to the following two equations for the
shock velocity σ:

σ= uT

φ

fw

(
q1,L ,

q2,L
q1,L

)
− fw

(
q1,R ,

q2,R
q1,R

)
q1,L −q1,R

= uT

φ

fw (SL , c̄p )− fw (SR ,0)

SL −SR

σ= uT

φ

fw

(
q1,L ,

q2,L
q1,L

)
q2,L
q1,L

− fw

(
q1,R ,

q2,R
q1,R

)
q2,L
q1,L

q2,L −q2,R
= uT

φ

fw (SL , c̄p )c̄p

SL c̄p
= uT

φ

fw (SL , c̄p )

SL
.

These velocities must be the same, which results in the following relation between the saturation states left
and right from the shock

fw (SL , c̄p )− fw (SR ,0)

SL −SR
= fw (SL , c̄p )

SL

Furthermore, since we are dealing with a contact discontinuity between Sw cp and Sw , the shock veloc-
ity must be equal to the characteristic water velocity at saturation value SL . Left from the shock, the water
saturation equation is given by

∂S

∂t
+ ∂

∂x

(
uT

φ
fw (S, c̄p )

)
= 0

which, since c̄p is constant, can be written as

∂S

∂t
+

(
uT

φ

d fw (S, c̄p )

dS

)
∂S

∂x
= 0.

The characteristic velocity at saturation SL is thus equal to(
d X

d t

)
SL

= uT

φ

d fw (S, c̄p )

dS
(SL) = uT

φ

d fw p

dS
(SL).

By equating this velocity with the shock velocity σ, the saturation SL can be found:

uT

φ

fw (SL , c̄p )

SL
= uT

φ

fw p (SL)

SL
= uT

φ

d fw p

dS
(SL)

fw p (SL)

SL
= d fw p

dS
(SL).

We can thus obtain the values for Sw (x, t ) left and right from the shock via

d fw p

dS
(SL) = fw p (SL)

SL
= fw p (SL)− fw (SR )

SL −SR
.
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A.3. Surfactant
In this appendix we will derive an analytical solution to the surfactant-polymer transport problem presented
in section 6.2. The system of conservation laws of Appendix A.2 is extended with the equation for surfactant
transport:

∂S

∂t
+ ∂

∂x

(
uT

φ
fw (S,cp ,cs )

)
= 0 (A.8)

∂(S cp )

∂t
+ ∂

∂x

(
uT

φ
fw (S,cp ,cs )cp

)
= 0 (A.9)

φ
∂(S cs )

∂t
+ ∂

∂x

(
uT

φ
fw (Sw ,cp ,cs ) cs

)
= 0. (A.10)

This system can be written as qt + f (q)x = 0 with

q =
 S

S cp

S cs

 f (q) =


uT
φ fw

(
q1, q2

q1
, q3

q1

)
uT
φ fw

(
q1, q2

q1
, q3

q1

)
q2
q1

uT
φ fw

(
q1, q2

q1
, q3

q1

)
q3
q1

 .

The solution of q1(x, t ) (Sw (x, t )) contains two shocks. The first shock is located at the point where the poly-
mer and surfactant concentration (cp ,cs ) (=(q2/q1, q3/q1)) jump from (c̄p , c̄s ) to (0,0). This shock in q1 co-
incides with a discontinuity in q2 and q3, separating the water with polymer and surfactant from the water
without polymer and surfactant. Across this shock the Rankine-Hugoniot jump condition (A.3) must be sat-
isfied, which leads to the following three equations for the shock velocity σ:

σ= uT

φ

fw

(
q1,L ,

q2,L
q1,L

,
q3,L
q1,L

)
− fw

(
q1,R ,

q2,R
q1,R

,
q3,R
q1,R

)
q1,L −q1,R

= uT

φ

fw (SL , c̄p , c̄s )− fw (SR ,0)

SL −SR

σ= uT

φ

fw

(
q1,L ,

q2,L
q1,L

,
q3,L
q1,L

)
q2,L
q1,L

− fw

(
q1,R ,

q2,R
q1,R

,
q3,R
q1,R

)
q2,L
q1,L

q2,L −q2,R
= uT

φ

fw (SL , c̄p , c̄s )c̄p

SL c̄p
= uT

φ

fw (SL , c̄p , c̄s )

SL

σ= uT

φ

fw

(
q1,L ,

q2,L
q1,L

,
q3,L
q1,L

)
q3,L
q1,L

− fw

(
q1,R ,

q2,R
q1,R

,
q3,R
q1,R

)
q3,L
q1,L

q2,L −q2,R
= uT

φ

fw (SL , c̄p , c̄s )c̄s

SL c̄s
= uT

φ

fw (SL , c̄p , c̄s )

SL

These velocities must be the same, which results in the following relation between the saturation states left
and right from the shock

fw (SL , c̄p , c̄s )− fw (SR ,0)

SL −SR
= fw (SL , c̄p , c̄s )

SL
.

This velocity must also equal the velocity of the discontinuity in q2 and q3. Since the flux function fw (SL , c̄p , c̄s )

is convex, the discontinuity in Sw cp and Sw cs is simply a jump from the injection values (Si n j
w c̄p ), (Si n j

w c̄s ) to
the initial state zero. The velocity of this discontinuity is given by the jump condition

σ= fw (Si n j
w , c̄p , c̄s )c̄p −0

Si n j
w c̄p −0

= fw (Si n j
w , c̄p , c̄s )

Si n j
w

which simply means that SL = Si n j
w . The saturation right from the shock can now easily be found by

fw (Si n j
w , c̄p , c̄s )− fw (SR ,0)

Si n j
w −SR

= fw (Si n j
w , c̄p , c̄s )

Si n j
w

.





B
Monotonicity analysis in 2D

Consider the two-dimensional problem (3.17) on (x, y) ∈ {x, y ≥ 0} with ux ,uy > 0 and where from t = 0 water
with a constant tracer concentration c̄ is injected at (x, y) = (0,0). Assume that the discrete concentration
profile in two dimensions at time tn is given by the piecewise constant data

c(xi , y j , tn) = cn
i j =

{
c̄ if (i , j ) ∈ {i ≤ I ∧ j ≤ J }

0 if (i , j ) ∈ {i > I ∨ j > J }.
(B.1)

The semi-implicit first order method, given by

Sn+1
i j cn+1

i j = Sn
i j cn

i j −
∆t

φ∆x

[
cn

i j un+1
x,i − cn

i−1, j un+1
x,i−1

]
− ∆t

φ∆y

[
cn

i j un+1
y, j − cn

i , j−1un+1
y, j−1

]
,

is applied to (B.1) to obtain the solution at time tn+1, cn+1
i j . This method is monotonicity-preserving if this

solution satisfies cn+1
i j ≥

{
cn+1

i+1, j ,cn+1
i , j+1

}
for all i , j .

In cells i , j ∈ {1 ≤ i ≤ I ,1 ≤ j ≤ J } the solution becomes

Sn+1
i j cn+1

i j = Sn
i j c̄ − ∆t

φ∆x

[
un+1

x,i −un+1
x,i−1

]
c̄ − ∆t

φ∆y

[
un+1

y, j −un+1
y, j−1

]
c̄

= Sn+1
i j c̄

where the last step follows from the fully implicit two-dimensional flow scheme (2.18), which can be simpli-
fied to

Sn+1
i j = Sn

i j −
∆t

φ∆x

[
un+1

x,i −un+1
x,i−1

]
− ∆t

φ∆y

[
un+1

y, j −un+1
y, j−1

]
. (B.2)

We thus obtain cn+1
i j = c̄ = cn

i j for cells (i j ) with 1 ≤ i ≤ I ,1 ≤ j ≤ J .

In cell (I +1, j ) with 1 ≤ j ≤ J the solution is given by

Sn+1
I+1, j cn+1

I+1, j = Sn
I+1, j cn

I+1, j −
∆t

φ∆x

[
cn

I+1, j un+1
x,I+1 − cn

I , j un+1
x,I

]
c̄ − ∆t

φ∆y

[
cn

I+1, j un+1
y, j − cn

I+1, j−1un+1
y, j−1

]
= ∆t

φ∆x
un+1

x,I c̄

since cn
I+1, j = cn

I+1, j−1 = 0, and thus

cn+1
I+1, j =

∆t

φ∆x

un+1
x,I

Sn+1
I+1, j

c̄.

Rewriting ∆t
φ∆x un+1

x,I with the use of (B.2) we obtain

∆t

φ∆x
un+1

x,I = Sn+1
I+1, j −Sn

I+1, j +
∆t

φ∆x
un+1

x,I+1 +
∆t

φ∆y

(
un+1

y, j −un+1
y, j−1

)
.
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Substituting this results in

cn+1
I+1, j =

[
1−

Sn
I+1, j

Sn+1
I+1, j

+ ∆t

φ∆x

un+1
x,I+1

Sn+1
I+1, j

+ ∆t

φ∆y

(
un+1

y, j −un+1
y, j−1

Sn+1
I+1, j

)]
c̄.

For the scheme to be monotonicty-preserving this solution must satisfy cn+1
I+1, j ≤ cn+1

I j = c̄. So, assuming that

Sn+1
I+1, j > 0, it must hold that

Sn
I+1, j −

∆t

φ∆x
un+1

x,I+1 −
∆t

φ∆y

(
un+1

y, j −un+1
y, j−1

)
≥ 0.

This means that the scheme becomes non-monotone in cells i , j where

Sn
i j −

∆t

φ

[
un+1

x,i

∆x
+

un+1
y, j −un+1

y, j−1

∆y

]
< 0.

Applying a similar approach to the solution in cell (i , J + 1) with 1 ≤ i ≤ I , results in the monotonicity
criterion

Sn
i ,J+1 −

∆t

φ∆x

(
un+1

x,i −un+1
x,i−1

)
− ∆t

φ∆y
un+1

y,J+1 ≥ 0,

which means that the scheme also becomes non-monotone in cells i , j where

Sn
i j −

∆t

φ

[
un+1

x,i −un+1
x,i−1

∆x
+

un+1
y, j

∆y

]
< 0.
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