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1 Introduction

Background The actual research for this master’s thesis has been carried out at the
Maritime Research Institute Netherlands. MARIN serves the maritime industry with inno-
vative products. One of the products MARIN supplies is a bridge simulator, which simulates
the movements of a ship in a wave field. These real-time navigation simulators are used for
research, consultancy and training purposes. The simulation technology has been developed
in-house and is an ongoing process of research and development.

The current wave model is based on the Fourier theory, applied to a predefined wave spectrum
and does only partially interact with objects. A new wave model is under development, which
depends on the bathymetry, resulting in more realistic wave patterns. The influence between
the motions of a ship and the waves is also modelled. To fullfill the requirement of real-time
calculations, the computational methods need to have a large efficiency.

The linear solver in the wave model takes a considerable amount of computation time. Impro-
ving the performance of the linear solver will be the main topic of research in this graduation
project. To investigate the properties of the linear system first a literature study about the
underlying wave model has been performed. This results in a full description of the wave
model and its numerical descretization. Then, the main properties of the implemented linear
solvers have been derived. By implementing some improvements of these solvers and imple-
menting the deflation method, a comparison of performance between the different methods
will be presented.

Outline This thesis starts with the derivation of the recently developed wave model, called
the variational Boussinesq model. In Chapter 2 the basic principles of this model are de-
scribed. An important part in the derivation of the model is the insertion of a parameter for
the vertical structure of the fluid flow, described in Chapter 3. To reduce the computational
effort, in Chapter 4 a linearization of the model has been performed. The resulting set of
equations is listed in Chapter 5, followed by the horizontal boundaries of the model in Chap-
ter 6. To solve the differential equations for the wave field, the finite volume method has been
used to approximate the solution. This spatial discretization as well as the numerical time
integration has been described in Chapter 7. One of the model equations results in a linear
system of equations. To solve this large system efficiently, the conjugate gradient method has
been described in Chapter 8. Three different preconditioners are applied to this method and
their properties have been listed in the next sections: diagonal scaling in Chapter 9, relaxed
incomplete Cholesky in Chapter 10 and repeated red-black in Chapter 11. As explained in
Chapter 12, the deflation method can be combined with the preconditioners, resulting in
a better convergence. The linear solvers will be applied to the test problems presented in
Chapter 13. In Chapter 14 the main results of the different methods at several test problems
have been given. Conclusions of the graduation project will be given in Chapter 15. Some
suggestions for future research will be explained in chapter 16. Several appendices for more
background complete the thesis.






2 The variational Boussinesq model

The recently developed wave model for use in the real-time ship simulator is based on a
variational Boussinesq model, as described in [21, 43, 44]. In this chapter the main theory
behind this model will be presented. First an expression of the pressure will be derived from
the Euler equations. The basic idea of the model is to minimize the pressure in the whole
fluid. The velocity and water level which the pressure is minimal for, satisfy a system of
partial differential equations. These equations will be used in the next chapters.
Starting point of the derivation of the model equations are the Euler equations

86—1: +(u-V)u = —%Vp - g, (2.1)
which are valid for motions of ideal fluids and are a special case of the Navier-Stokes equations,
for inviscid incompressible flow [22]. The fluid velocity is given by u, p denotes the mass
density, p the pressure and g the gravitation. In Section 2.1 we will show that for irrotational
flows these equations can be rewritten as

9 |

o+ (v¢) +%+gz — 0, (2.2)

the instationary Bernoulli equation, with ¢ the velocity potential (u = V@) and (V¢)? =
(92)2 4 (92)2 4 ( 82) By integrating the pressure p over the whole domain we get the total

ox oy
- /// ( (V)2 +gz> dz dw dy. (2.3)

pressure
The vertical domain boundaries are the bottom (z = —h) and the water level (z = (). The
reference level z = 0 is around the mean water level. The horizontal boundaries are not
prescribed yet, this will be done in Chapter 6.

The basic idea of the variational Boussinesq model is to minimize the total pressure P. Hence
to find functions ¢ and ( satisfying

min/P dt, (2.4)
#,C

which is called Luke’s variational formulation [24].

For functions, Fermat’s principle states that a zero derivative is a necessary (but not sufficient)
condition for a minimum. Similarly, a zero variation is a necessary condition for a minimal
functional [44]. Therefore, we have to search for functions ¢ and { such that

(5¢/P dt = 0 and (5@/77 dt = 0, (25)

with d4 and d; denoting the first variation with respect to ¢ and ¢. These variations will be
calculated in Section 2.2.

Because the vertical structure of the flow is often known, the velocity potential can be written
as a series expansion in predefined vertical shape functions f,:

M
62,9, 58) = @@y )+ fnl2C) V(.. b). (2.6)
m=1



This expansion reduces the 3D-model to a 2D-model and is an important step in deriving the
variational Boussinesq model. In Chapter 3 we will elaborate more on this expansion.

Now, the variable ¢ is written in terms of ¢ and ,,. Together with ( these are the basic
variables of the variational Boussinesq model. In Section 2.3 the minimization problem (2.4)
will be simplified by introducing the Hamiltonian H to

12151/ (// cp% dx dy — H(p, C)> dt. (2.7)

With this expression, the basic equations of the variational Boussinesq model can be derived.
They read

oC B

5 0 = 0, (2.8a)

Op B

E—l—égH = 0, (2.8b)
Sy H = 0. (2.8¢)

This set of equations is called the Hamiltonian description [21]. The first equation is the
continuity equation, the second is similar to Bernoulli’s equation and the third leads to an
elliptic partial differential equation in .

2.1 Pressure functional

In this section an expression for the pressure term will be derived for irrotational flows (see [13,
34]). This is done by rewritting the Euler equations (2.1), with gravitation the only external
force being considered. The Euler equations are a system of three coupled partial differential
equations for the velocity. By introducing a potential, which is a scalar function, the system
can be reduced to one partial differential equation. This equation is used to derive the total
pressure P as given in Equation (2.3).

The velocity potential ¢(x,y, z,t) is implicitly defined by

V¢ = u. (2.9)

In order to define this correctly, one has to assume irrotational flow (see [13]):

Vxu = 0. (2.10)
Substituting the velocity potential (2.9), the Euler equations (2.1) can be written in a conser-
vation form [47]. The first term of the Euler equations can be rewritten as % = V%—f, be-

cause of the smoothness of ¢. Using a product rule! for vectors, we find (u-V)u = V(%(V(JS)Q).
The mass density p is assumed to be constant over the whole domain, implying incompressible
flow [47]. Hence %Vp = V(%). The gravitation can be written as g = V(gz). With these
identities, the Euler equations become

dp 1
\Y% <8—‘f + 5(v¢)2 + % +gz> = 0. (2.11)

LA vector dot product is given by [1] V(A - B) =
A =u and B = u this is equivalent with £V (u-u) =
and the velocity potential (2.9) we now have (u-V)u

(A-V)B+(B-V)A+Ax (VxB)+ B x (V x A). For
(u-V)u+ux (V x u). Using irrotational flow (2.10)
= 3V((Ve)*).



Because all three spatial derivatives are zero, the function depends only on time:

9 .

p
8t (V(;S) —I—;—I-gz = f(b). (2.12)

For the choice? f(t) = 0 this is the Bernoulli equation (2.2). With P := —’—pj we have

P(¢,z) = 8@? (V¢) +gz. (2.13)

This is equal to the integrand in Equation (2.3), which gives an expression for the total
pressure P [34].

2.2 Differential equations resulting from the variation principle

The basic problem of the variational Boussinesq model is given by the variational formula-
tion (2.4). A necessary condition for the minimal value is that the first variation to ¢ and ¢
are zero. In this section the variations of the total pressure will be calculated. Equating these
first variations to zero will give a partial differential equation with boundary conditions at
the surface and bottom. The solution of this boundary value problem minimizes the total
pressure.

The derivation starts with calculating the variations. The first variation with respect to ¢
has to be zero, i.e.,

0 = 5¢////_1P(¢)dzdxdydt
= ////_Z (%Jr%(%(qu)z))dz dz dy dt. (2.14)

For this derivation use has been made of some elementary rules in variational calculus (see
Appendix C). In order to derive the correct form of this equation, observe the following two
equations.

With Leibniz’s rule?®, we have

/ ¢ 0(4(9))

T

¢

d(=h)
e :

+ 5¢|z=—h ot

d 0 Céd o
c = E/_hﬁbZ—(Zﬂz:g

Applying Green’s theorem* (c = §¢, u = V¢) gives

// /_i 5¢<%(V¢)2> dz dz dy

//QV¢'V(5¢) dzdx dy
//r Vo0 0¢ drdy - //Q(V2¢) ¢ dzdrdy (2.16)

with n denoting the unit outward normal. The domain is given by = R? x [~h, (], with the
boundary I' = {R3|z = —h, z = ¢}. In the horizontal plane boundaries have not been specified

2This choice is allowed because if one defines a new velocity potential ¢’ := ¢ — f fdt, then 38;4;/ + %(Vé')z +
z —|— gz =0 and V¢’ = V¢, so the same velocity profile [5].

4 Y pds = [P gs 4 f(b) L — f(a)de
4chV udQ=—[,Ve- udQ+§Fcu-ndF



yet. For the computational model, these boundaries will be specified later in Chapter 6. By
substituting Equations (2.15) and (2.16) into Equation (2.14) we get

/// <% /c 0¢ dz — 5¢|z=§% - 5¢|Z:_h%> dx dy dt

/(//< / (V2¢) 5¢dz> dmdy—l—//qu 5¢dxdy>dt

/E <//Q5¢ dwdydz) dt—///ﬂ(v%)w dx dy dz dt
—///ch%dqﬁdmdydt—i—///Z:C(ng-n)&zﬁdwdydt

_///Z:_h%&bdmdydt+///zz_h(v¢.n)5¢dwydt

0. (2.17)

The integral containing the time derivative vanishes because the variations w.r.t. ¢ and ( are
zero at the start and end point in time [24]. For arbitrary variations d¢, Equation (2.17) is

satisfied when

(2.18a)
(2.18b)

(2.18c¢)

(2.19a)

(2.19b)

(2.20a)
(2.20b)

(2.20¢)

Ay = 0, for —h<z<(;
% = V¢ ng, for z = (;
Oh
Fri V¢ -ny, for z = —h;
with ng and n; denoting the unit outward normals at the surface and bottom, respectively.
They read
T
e 1 [& &7
(VO2+1L 0z Oy
1 [ oh  Oh ]T
n, = ——— |-—— —— —1| .
(Vh2+1L[ 0z Oy
Written out, Equations (2.18) read
o ow
oxr oy 0z
(VC)2+1% —u%—vg—;—l—w for z = (,
Oh Ooh oh
h2+1— = —u——v— — fi =—
(Vh)? + T Uae U@y w or z h

The first equation is the continuity equation, which relates to mass conservation for incom-
pressible flow [29]. The second equation states that no particles can leave the water surface
and is called the kinematic boundary condition. The third equation resembles the imperme-

ability of the sea bottom.



Equations (2.20) result from requirement (2.14) of zero variation of P w.r.t ¢. Similarly, the
first variation of P w.r.t. ¢ should be zero:

/// <5</_<h <%+%(V¢)2+gz> dz) drdy dt = 0,
1

5() dedy dt = 0,
=(

% + %(Vqﬁ)z +gz = 0 forz=(. (2.21)

This is equal to P(z=() = 0, so zero pressure at the sea surface. This is called the dynamic free
surface condition. Note that the pressure at the surface is not really zero, but atmospheric [22];
so the pressure considered here is the pressure compared to the atmospheric pressure®.

2.3 The Hamiltonian system for the surface potential

The basic quantities in the model as presented yet, are the velocity potential ¢(zx,y,z,t)
and the surface elevation ((x,y,t). Note that ¢ depends on three spatial dimensions. Three
dimensional problems are computationally considerably more difficult than two-dimensional
problems. Therefore, the number of spatial dimensions of the model are reduced by writing
the velocity potential as a series expansion in vertical shape functions f;,:

M
Sy, 2t) = @@y, t)+ > fu(2)m(x,y,1), (2.22)

m=1

The vertical shape functions have to represent the vertical structure of fluid flows, which
often has a characteristic shape. Two different models for the vertical shape functions will
be explained in more detail in Chapter 3. In this section we will focus on the variable ¢, so
assume M = 0.

The Lagrangian and the Hamiltonian are defined in this section in order to rewrite the pressure
term in a more favorable form. Calculating the minimal value of the total pressure will lead
to a system of two Hamiltonian equations.

The surface velocity potential o, introduced in the series expansion (2.22), is defined by

90($7y7t) = ¢($, Y, Z:C(:Evyvt)v t)' (223)

Note that the gradient of the surface potential V¢ does not equal the velocity at the sur-
face (V¢)|.=¢, because Vo = Vo|.—¢ + g—f|Z:<V§.

In order to rewrite the total pressure P from Equation (2.3), let’s consider the kinetic en-
ergy (¢, ¢) which is implicitly defined by (see [43])

Kle, Q) = m(gn{K(cb, Q)| ¢=patz=(} (2.24)

5The choice of P = 0 at the surface can be justified by looking at the velocity potential ¢’ := ¢ — pat,
with p, the atmospheric pressure at the surface. Note that V¢’ = V¢, so it does not change the velocity.
Substituting ¢’ in (2.21), gives % — pa + %(V(]ﬁ)2 + gz =0, so P(z = () = pa as desired. Note that the
atmospheric pressure p, is assumed to be constant.



with

- // </_Ch%(v ¢|Z__hah> dz dy. (2.25)

This constrained minimization problem is governed by the zero first variation of K w.r.t. ¢,
which can be reduced to

// (V3¢ 5¢dxdydz+// (V¢ -n)d¢ dxdy — // B 8t6¢dwdy = 0. (2.26)

The constraint of the minimization problem (2.24) yields the essential boundary condition ¢ =
@ at z = (; s0 d¢|,—¢ = 0. Hence, the equations

Ay = 0, for —h <z <(; (2.27a)
o = ¢, for z = (; (2.27b)

oh

% = V¢ -ny,  for z=—h; (2.27¢)

satisfy the kinetic minimization problem (2.24). Observe that this system is similar to Equa-
tion (2.18).

With the introduction of the kinetic energy (2.25) the total pressure P(¢, () from (2.3) can
be written as

P(p,¢) = ///C %dz dmdy—i—// </_i%(v¢)2dz+/_igzdz> dx dy
= [[(2 ] o= bleccls ~ bl ) aray
([ o ] Ja
- -/ <¢|z:¢%— _i%(%) dz+¢|z__hg’; ;g<<2—h2>dxdy+—/// b ds dudy
= —(//¢|Z:¢% dedy — K // — h?) dmdy)—l——/// ¢ dz dedy.  (2.28)

The last integral, containing the time derivative of ¢, vanishes because the variation w.r.t. ¢
and ¢ are zero at the end points of the time interval, as in Equation (2.17).
The model uses the minimal value of P, which can be rewritten as

min / P(6.0) dt = min / ( / / 9 g dy — H(ep ,g)) dt, (2.29)

with the Hamiltonian H defined by
H(p, () = / / — h?)dz dy. (2.30)
Note that the component % gh? can be omitted, because the variations w.r.t. ¢ and ( are zero.

8



Now, with the definition of the Hamiltonian (2.30) and the kinetic energy (2.25), we have
reduced the variational principle (2.4) for ¢ and ¢ to a variational principle in ¢ and (:

min / ( / / dx dy — H(p ,g)) dt. (2.31)

This is known as a canonical action principle for the canonical variables ¢ and ¢ [44]. The
functional is also called the Lagrangian

ce.0) = [([[ o5 dwir-r0.0) (2.32)

In order to obtain the minimal value of the total pressure, the first variation of the Lagrangian
w.r.t. ¢ and ¢ should vanish. The zero variation w.r.t. ¢ reads

5¢/<//cp% dwdy—H(g@,C)) dt = 0,

9q
ot

hence

dpH (g, C). (2.33)

The zero variation w.r.t ¢ reads

e
// <_/86_f‘5< dt“”‘;dtend) drdy = /5<H(90,C) dt,

9q
ot

hence
= —5cH(p.0). (2.34)

Summarizing, the zero variations w.r.t. ¢ and { result in

o

5 = 0eH(2.0), (2.35a)
0
> = —%H(p.0), (2:35b)

with the Hamiltonian density H given by [[ H dxdy = H. These equations are the first two
of the Hamiltonian description (2.8). The other one will be derived in next chapter.



10



3 Vertical structure of the flow

In Chapter 2 the Hamiltonian description (2.35) has been derived from the Euler equa-
tions (2.1). In Equation (2.22) the velocity potential ¢ has been written in the form of a
series in vertical shape functions. These shape functions will be analyzed in more detail in
this chapter. First, a general model will be considered in Section 3.1. Then, two different
choices of shape functions will be discussed, namely the parabolic and cosine-hyperolic model
in Section 3.2 and 3.3, respectively.

With the surface velocity potential (2.23), the series expansion of ¢ reads

M

S,y 2,t) = @@y, t) + D fnl2)m(@,y,t), (3.1a)
m=1

fm = 0 for z=((z,y,t). (3.1b)

The shape functions f,;, have to be prescribed and represent the vertical velocity shape.
Because of (3.1b), all shape functions f,, depend on ¢ and therefore we have V f,,, = %V{ .
Moreover, the shape functions f,, may also depend on h and shape parameters k,,. The
functions v, are not known a priori and therefore become variables for the total pressure.
This affects the minimization problem (2.4), consequently, the minimization problem (2.7)
changes to

. o¢
4»07(:1/’11713/1121}-~7¢M / <// QOE dx dy - H((,D, C7 wla 1/}27 e 7¢M)> dt7 (32)

for the Hamiltonian H. The minimized functional is called the Lagrangian (see Equa-
tion (2.32)). The zero variations of the Lagrangian w.r.t. ¢ and ¢ yield Equations (2.35).
Because the first term of the Lagrangian is independent of v,,, the zero variation w.r.t. ¥,
yields a zero variation of the Hamiltonian w.r.t. 1,,. Hence, we get the following set of
equations

% _54,0H((107<7¢17"' ﬂl)M) = 07 (33&)
O BcH (.G, ) = O (3.3b)
S H(0, (01, .. sYm) = 0 for m=1,2,..., M. (3.3¢)

These equations describe the variational Boussinesq model for fluid motions with a predefined
vertical shape.

3.1 General series model

The Hamiltonian system (3.3) is written in a variational form. For computational purposes,
the variations of the Hamiltonian density functional H should be written out in terms of the
basic variables ¢, ¢ and ,,. First, this will be done for the general case. In Sections 3.2
and 3.3 the shape function will be chosen according to two different models.

Let’s assume that the bottom does not change directly in time, so % = 0, and let’s assume
a mildly sloping bottom profile as well, i.e., Vh = 0. With these assumptions and using
Hamiltonian (2.30) and the kinetic energy (2.25), the Hamiltonian density reads

H(p,(fm) = /Ch % <V (cp + f: fmwm)>2 dz + %g(éz —h?). (3.4)
- m=1
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The Hamiltonian density (3.4) can now be written as

M
H(p,Ctbm) = <h+<)(w Z Foun Vb - Vb + (VO Y Grntbmtbn

m,n=1 m,n=1

mnl

19«2 — ), (3.5)

+V¢ - Z Ry thn Vb + 5

m,n=1

with Fin, Gon, Konns Py @m and Ry, functionals given by

¢
Frn = /_ ut dz (3.6a)
G = /_i%%" dz, (3.6D)
Ko /_ i%’;% N (3.60)
P = /_Ch fn dz, (3.6d)
O = /Caai?dz, (3.6¢)
R = / fmaf" (3.6f)

For a thorough derivation, see Appendix E.1.

Note that R,,, is the only integral being non-symmetric in m and n and that the functionals
depend on (, because the integrals are over the vertical fluid domain from depth h to water
level (.

With the general Hamiltonian density (3.5), the Hamiltonian system (3.3) can now be rewrit-
ten in terms of the basic variables ¢, ¢ and 1, (see Appendix E.1). Subsequently, the
continuity equation (3.3a) reads

8C M M
5TV <<h +OVe+ Y PV + V¢ Y Qmwm) = 0. (3.7)

The second equation (3.3b) from the Hamiltonian system becomes

o 1
a—“’ S(VOP +gC+R = 0, (3.8)

which is equivalent to the Bernoulli equation (2.21), but now with an extra non-hydrostatic

12



term R(z,y,t), given by

1 M 1 M
R = 3 > FronVtm - Vibn + 3 > (VO Gl + Kpy) Yt
m,n=1 m,n=1
M M
+Ve Y (PrVm + QutmVE) + V- Y RyythnViim,

m=1 m,n=1

M M
-V < D QutmVe+ Y (RuntnViim + Gmnwmwnv<)>, (3.9)
m=1

m,n=1
th prime indicat; it 6. . s0 F! = 0cFmn
with prime indicating a variation w.r.t. ¢, so Fy,, = =57
Equation (3.3c), given by the zero first variation of the Hamiltonian w.r.t. 1y, can be written
as

M M
Qe Ve -VC+ Y (Kun + (VO)*Cm) hm +VE+ Y Ryt Vb

m=1 m=1
M M
V. ( S Fon Vb + PV + Y RzmlmeC) — 0,  (3.10)
m=1 m=1

for{=1,2,..., M.

Equations (3.7), (3.8) and (3.10) are the main equations of the general variational Boussinesq
model, in terms of the vertical shape functions f,,. In sections 3.2 and 3.3 two different
models of the vertical shape f,, will be considered.

3.1.1 Shallow water equations

The equations in the variational Boussinesq model, as described above, are a generalization
of the more well-known shallow water equations. The main difference is in modelling the
vertical structure of the fluid flow. In the Boussinesq model, the shape functions f,,(z) and
the variables 1y, (x,y,t) give the vertical motions, allowing variations in the vertical velocity
of the fluid. The shallow water equations uses vertically averaged velocities instead [13].
Therefore, no changes in vertical motions can be derived from the shallow water equations.
To reduce the variational Boussinesq model to the shallow water equation, one has to ignore 1,
that is, omit all terms with ¢ and Equation (3.10). Substitute the velocity for the potential
and differentiate Equation (3.8) to both x and y. Then, for irrotational flow, equations (3.7)
and (3.8) become

¢  Ih+Qu I(h+ Qv
s} = A1
5t + o + 3y 0, (3.11a)
ou ou ou /G
ov ov ov aC

which are the shallow water equations [22]; see also Appendix G.
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3.2 Parabolic model

The first model considered for the vertical shape is a parabolic one [20]. For this model, the
shape function is given by

(p) ._ l _ h+Z
7 = 3 C)<1+h+g>' (3.12)

Note that we have f = 0 at z = ¢ and that the series expansion consists of only one shape func-
tion, so M = 1. When the parabolic shape (3.12) is substituted into the Hamiltonian (3.4),
one gets

w - ! _2ypve-t ’
HP = S(h+0)(Veo - 20V~ 2 (h+ VD)

ot QO WVC = (h+ OV + 2+ O + 39 = 1), (313)

In Appendix E.2 the derivation of this Hamiltonian is shown, as well as the derivation of the
Hamiltonian system, given by

Liv. <<h+<)(w—§wvc—§<h+c>w)> ~ 0, (3.14a)

oo 1 2 2 2
2 3 <V(P - gl/va - g(h‘f‘ C)Vl/J)

%(1 n %(VCF)W _ 4_15((h+ OVy +1W<>2

v <(h +0) (;W . %wg . é(h + c)w)w> YgC = 0, (3.14b)
(h+ Qw5 +1(V07) - (2

+V- (%(h +¢)?*Vp —

(h+ Vi~ (b + PVY) - V¢
1

s (h+ )PV — %(h + <)3WJ> = 0. (3.14c)

As derived in (D.4), the depth averaged horizontal velocity U for a parabolic shape reads

2 1
Ulz,y) = Vo- V(- g(h+ V. (3.15)
With this, the first equation (3.14a) becomes

a¢
StV ((h+OU) = 0. (3.16)

This equation represents mass conservation, for a time independent bottom shape [22] (see
also Equation (3.11)). The second equation (3.14b) represents the Bernoulli equation. The
third equation (3.14c) is an elliptic partial differential equation, because the second-order
derivatives of ¢ are in the form of the Laplace operator [45].
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3.3 Cosine-hyperbolic model

Another physically realistic choice for the vertical shape function is a cosine-hyperbolic
one [21], given by

O = cosh(k(h + z)) — cosh(k(h + ¢)), (3.17)

with k(z,y,t) a shape parameter. In Section 4.5 it will be explained that the parameter & is
related to the wave number. o
f C

Note that the cosine-hyperbolic model is related to the parabolic model by lim,_.q 0 =

f®) At the water surface, the condition fl:=¢ = 0 is satisfied. At the bottom, the boundary
condition (2.18c) can be written as |nb|% = —Vyp -Vh— g—fngg -Vh — fV - Vh — %¢
at z = —h. With the mild slope condition VA = 0 this reduces to ¢%|Z:_h = 0, which is
satisfied by both the parabolic and cosine-hyperbolic shape functions.

In Appendix E.3 the derivation of the Hamiltonian system with a cosine-hyperbolic shape
function is given. The resulting system reads

% +V-((h+¢)U) = 0, (3.18a)
op 1 1 1
S+ JUT 4 gC + SHES 4 SD¥ (V)
D

—k(h+0)S (Vg — DV — kSYVC) - V¢
—I—%/{(SC —k(h+ Q)Y+ V- ((h+)D (Ve — kSPV())

1 S? 1 1
9 (2 (g ~ P O = g+ O = 3SC) V) = 0. (3159

with the functionals

o sinh(k(h + ())
:= cosh(k(h +()) At (3.19a)
S = sinh(k(h +()), (3.19b)
C = cosh(k(h+()). (3.19¢)
The depth-averaged velocity used in the equations is given by
U = Vp-—DVy — kSYV(, (3.20)

as derived in (D.6).
Equations (3.14) and (3.18) give two different models for the non-linear variational Boussinesq
model. In Chapter 4 they will be linearized to get the model equations.
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4 Linearized variational Boussinesq model

The variational Boussinesq model presented in the previous chapters resulted in a system of
three equations (3.7),(3.8),(3.10). This non-linear Hamiltonian system is the basis for the
variational Boussinesq model. In order to simplify these equations and thus reducing the
computational effort, the Hamiltonian will be linearized.

4.1 Average velocity

The velocity of the fluid is given by u = V®. The velocity of the fluid motion can be divided
in two components, namely an average velocity consisting mainly of the current and a smaller
term for the velocity due to wave motions. So

Ve = U+ Ve, (4.1)

with f](l‘, y,t) the average horizontal velocity and qu~5 the velocity of the fluid due to wave
motions. The average velocity U is not the same as the depth averaged velocity U, presented
in Appendix D, because U has also been averaged over time. Nevertheless, it may depend on
time, but not as quick as the other variables.

As in Equation (3.1), the potential 5 will be written in the form of a surface velocity po-
tential @ and a series expansion in vertical shape functions f,, (m = 1,2,...,M). The two
models for the vertical shape function, parabolic (3.12) and cosine-hyperbolic (3.17), both
consist of only one shape function. We thus take M = 1 in the following, so

o(z,y,2,t) = @(x,y,t) + f(2)d(z,y,1), (4.2a)
f =0 forz=C (4.2b)

In Equation (3.1b) the vertical shape function f was taken zero at the actual water level .
As an approximation, we assume the shape function to be zero-valued at the mean water
level (, as seen in Equation (4.2b). The advantage of this approximation is that f does not
depend on (, so g—é = 0.

The horizontal gradient of f now becomes Vf = %Vh + g—ng. We have the mild slope

condition for the bottom VA = 0 and an additional assumption of V¢ = 0, implying an
almost constant average water level. Hence, the horizontal gradient of the vertical shape
function f is zero.

From now on, the tildes will be omitted for convenience. However, one should keep in mind
that there is a slight distinction, given by the current U, between the potential ¢ used in the
remainder of this report and the one used previously.

In order to get the linearized Hamiltonian system, substitute the velocity potential (4.1)
in Equation (3.3). The main term in the Hamiltonian (2.30) is 3(V®)? from the kinetic
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energy (2.25) and can be rewritten as

‘1 <1
/_hi(w)%zz = /_hi(U—quﬁ)zdz

¢
- /0 <%U2+U-V(<,0+f¢)+%(V(<p+f¢))2>dz
1

0
+/ (%U2+U-V(<p+f¢)+§

—h

(Ve + f¢))2> -
1 < /1 1
= §CU2—|—CU-ch+U-V¢/O fdz+/0 <§(ch+fvw)2+§(f'w)2>dz

1 0 0 /1 1
+§hU2 +hU-Ve+U- w/ fdz +/ <§(w + fVY)?2 + §(f’1,b)2> dz
—h —h
(4.3)
Some terms of this expression can already be omitted.

e The term %hU2 has zero variations w.r.t. ¢, ¢ and ¢ and will therefore not appear in
the Hamiltonian system.

e Because f =0 at z = (, the term U - V) foc fdz vanishes.

e The integral fOC (%(th + fVY)? + %(f'w)z) dz has a cubic contribution in the Lagrangian
and therefore quadratic contribution in the model equations. By performing a lineariza-
tion, this integral will vanish.

We end up with the linearized Lagrangian

Ly = /(//(p% dwdy—//(%CU2+hU-ch+U-V¢/_Ohfdz+CU-V<p

01 1 1
+/ <§(w + V) + 5(f’zp)2> dz + §g(C2 - h2)>dx dy | dt. (4.4)
—h
As explained in the next section, more terms of this linearized Lagrangian will be omitted.

4.1.1 Galilean invariance

The model is made in an fixed frame of reference. One can also take a frame of reference
comoving with the current, or with a ship. When the velocity of this moving frame is constant,
one speaks of a Galilean transformation [25]. We want the model to be equivalent in both
frames, which is called Galilean invariance. This requirement can only hold when some of
the terms in the linearized Lagrangian are omitted.

by (see [25])

P = z-Ut (4.5a)
7 = y-—Vt, (4.5b)
zZ = z, (4.5¢)
t =t (4.5d)
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with U,V constant velocities of the moving frame.

The derivatives in the moving frame will become
0 0x 0 0 o 0y 0 0
_:_‘,E_~:—~ and —Z—y—~=—~, (4.6)
Oor Ox0x 0% dy Oydy 0Oy

soV=V.

For the time derivative, we have

9 _0io 050 050 _0 -0 o0 _ D
ot otor  otox  o0toy ot 07 oy ot

Observe that in a variational setting, we have

///90% dody di = ///—Caa—f dz dy dt, (4.8)

by partial integration.
Applying the Galilean transformation (4.5) to this integral gives

// g‘ dwdy dt /// ( Vgp) dz dij dt
_ ///( ~+<;U w) d dj di. (4.9)

Using this expression, application of the Galilean transformation to the linearized Lagrangian (4.4)
yields

Lo = /(//@Z—g dazdg+//§ﬁ.wdazdg—//<%§U2+EU-€¢+U-W/_1M2

0

~-U.-V. (4.7)

+§U-@¢+/

—h

<%(W + ) + %( f’z/?)2> dz + %g(? _ i~z2)>d9~c dgj) g (410)

Let’s consider a frame of reference moving with the average velocity, i.e., U = U. Then the
linearized Lagrangian becomes

oz AT dj - (V@ + fV) + (f’1/7)2 dz + 2g(C2 — 1)
- (] e f] (] (3 )+ g

+%§U2+EU.W+U-W/ f dz>da:~dg)d£. (4.11)
—h

Note that the term (U - ¢ has now vanished. However, there are still some terms in the
Lagrangian depending on the average velocity. To make the linearized Lagrangian Galilean
invariant, these three terms have to be omitted. This yields

(e o
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the linearized Lagrangian, invariant under a Galilean transformation.
With this expression (4.12), the linearized Hamiltonian can be written as

0
—h

o = [[(cO-Ves [ (5Tt 1707 4 S0P+ 50l - 1) )dody. (113

Similar to (3.3), the linearized Hamiltonian system reads

¢

5_5@]{0 = 0, (4.14a)

%—f+5cHo " (4.14D)
opHy = 0. (4.14c¢)

These three equations are the basis of the linear variational Boussinesq model. In the next
sections the shape models we have discussed in Chapter 3 are applied to these equations.

4.2 Linearized general series model

The Hamiltonian system (3.3) has been changed into a linearized equivalent (4.14). This
system is given in terms of the variations of the linearized Hamiltonian. First, these varia-
tions are calculated in terms of the basic variables. This will be done for the general series
model (4.2). The derivations are shown in more detail in Appendix E.4.

The linearized Hamiltonian for the general series model is given by (see Equation (E.33)):

o = [[(cO-ves gn v Dy

1 1 1
+ 5 No = hDG) (V)* + 5 Mot® + 59(C* - h2)>dx dy,  (4.15)
with the functionals
1 0
Dy = ——/ fdz, (4.16a)
hJ-n
0
My = / f? dz, (4.16b)
—h
0
Ny = / f? dz. (4.16¢)
—h

Note that these functionals are independent of the basic variables ¢, ¢ and ¢ and are therefore
constants.
The zero variations of the linearized Lagrangian give (see Equation (E.38))

%Jrv-(gUJrhvgo—hDovw) = 0, (4.17a)
%—f—i—U-ch—kgC = 0, (4.17b)
Mop+V - (hDy Vo — Ny Vi) = 0. (4.17¢)

These are the three basic equations of the linearized variational Boussinesq model for general
vertical series.
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4.3 Linearized parabolic model

The linearized Hamiltonian system (4.14) for the general series model will now be applied to
the parabolic model (3.12). The functionals (4.16) can be evaluated with the integrals given

in Appendix E.2. We have

Dy = %h,
(») 1
MO == gh,
(p) 2 3
NO == Bh

The linearized parabolic Hamiltonian now becomes

= [ (e (e oy

1

90 2

The linearized parabolic Hamiltonian system is given by

¢ L. _

—8t+V-<§U+hV<p—§h w) - 0,
dy B
E‘FU'VQD-FQC = 0,

2
he) +V - (h2w - oh w) — 0.
This system contains the model equations for parabolic-shaped fluid flow.

4.4 Linearized cosine-hyperbolic model

+ —h3(Vy)? + éthz + 1g(g2 — h2)>dw dy.

(4.18a)
(4.18D)

(4.18c¢)

(4.19)

(4.20a)
(4.20b)

(4.20c)

For the cosine-hyperbolic model (3.17), the linearized Hamiltonian system will be derived by
substituting the parameters (4.16) in Equation (4.17). The functionals are derived with the

integrals given in Appendix E.3. We have
@
kh’
0 _ 1 _ 1o
MO = 9 K So C(] B K h,

D((]C) = Co—

(0 _ _31 1 2
NO = 2/{5060—1—2}14-}160,
with the functionals
Sy = sinh(kh),
Co := cosh(kh).
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The linearized Hamiltonian is calculated by substituting these parameters in Equation (4.15)
and reads

2
- // (gU-v¢+%h<v¢—<co—/f—2)vw> +iﬁ(soco—nh)¢2

.31 1), 4 S0 (90 _ S0 o L 22
+3 < S S0Co+ Sh+ = (200 ﬁh)>(w) +59(C = h?) | dwdy. (4.23)
With Equation (4.17), the linearized cosine-hyperbolic Hamiltonian system becomes
8 So _
SHV-(CU+RVo—h(Co—22)VE) = 0, (4240)
%—f +U - Vo+g( = 0, (4.24b)
1 So 1 31
5(80Co— rh) ¥+ V- ((hCo ~ ) Vo — (Gh =5, SoCo+hC3) w) = 0. (4.24c)

Similar to (4.20), these are the main equations of the cosine-hyperbolic model.

4.5 Dispersion relation

In the cosine-hyperbolic model (3.17), the shape parameter s has been introduced, which may
depend on the horizontal coordinates z and y as well as time ¢. This parameter has to be
defined, either as input, or as a function of the basic variables. In this section, we will derive
that x can be related to the characteristic wave number.

Let’s consider a harmonic wave:

¢ = asin(wt— kz), (4.25)

with a denoting the amplitude, w the frequency and &k the wave number. A harmonic wave can
also be written in terms of the wave length L and period 7', by substituting k = %’r and w = 2%
When considering a two-dimensional plane wave in a moving fluid, the absolute frequency w
changes in a relative (or intrinsic) frequency o. This relation is given by w = o+ kU,, with U,
the component of the current in the wave direction [13]. For a given angle 6 between current
and the direction of wave propagation, we have U, = |U|cos().

The wave number k and relative frequency o are related to each other. For linear wave theory,

this dispersion relation is given by (see [13])
0? = gktanh(kh). (4.26)

For the variational Boussinesq model, given by Equation (4.17), the dispersion relation reads
(see [18])

2 Mo + k*(No — hDF)

2
= ghk 4.27
7 I My + k2N ( )
Substituting the parameters (4.21) for the cosine-hyperbolic model, we get (see [21])
(e) p(e)
L2 Kh <50H§0 - 1> (1 - ﬁ—i) +2E 589D

/{ _
I siel k2 k2 (c)my(c)
o (1 - Ef) +2.2C "Dy
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When substituting x = k in Equation (4.28). the exact dispersion relation (4.26) is obtained.
At first sight, taking k for the shape parameter x seems to be a good choice. However,
this is not very practical because in reality there is not one wave number. Real waves are
a superposition of a lot of harmonic waves with different wave numbers. A straightforward
solution is to deal with x as an input variable, which should be taken as close as possible to
the expected characteristic wave number.

For small x we have lim,,_o f(© = 0, because |z|,|¢| < h. A zero shape function f will give
an undetermined . To avoid this, the parameter x may not be taken too small. With some
trial a bound of

ko> (4.29)

can be obtained [19, 17]
Therefore, x is defined as the maximum of 5 and an input parameter .

4.6 Ship

In the previous sections the variational Boussinesq model for water waves has been presented.
A moving ship has not been included yet in this wave model. In this section, a method for
incorporating a moving ship, which interacts with the wave pattern, is discussed. It will
model a ship as a pressure pulse on the water surface.

In the pressure functional, given by Equation (2.13), a source term is added. The pressure of
a ship on the water surface specifies this term. When the model is adapted to this different
pressure term, the Bernoulli equations (4.17b) will change to

0
a—erU-vgoJrgc = P, (4.30)
with P, := —% and ps the predefined pressure modelling the ship. Note that ps is zero outside

the area of the ship. For a derivation of this equation, see Appendix G.

To define pg, one can look at the hydrostatic pressure p, = pg(¢ — d) at depth d. Then,
assuming a zero water level, we have Py (d) = gd. Hence, one can model a ship with draft dj
by taking Ps; = gdsa(z,y), with a(x,y) a shape function with one in the middle of the ship
and zero on the horizontal boundary of the ship. The function « is similar to a Heaviside
function, but with a smooth transition at the edges, for example o = 1 — sin12(gr), with r
the scaled distance to the center of the ship.
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5 The model equations summarized

In Chapter 2 the variational Boussinesq model has been derived. Minimizing the total pressure
yielded a Hamiltonian system. The vertical structure of the fluid flow has been introduced in
Chapter 3 for two different shape functions: the parabolic and cosine-hyperbolic model. The
linearization, explained in Chapter 4, simplified the Hamiltonian system. For convenience,
the resulting equations will be summarized in this section.

The model results in the three model equations (4.17), adapted with Equation (4.30) of the
ship, reads

%+v (CU+hVe—hDyVY) = 0, (5.1a)
%t—FU Vo+g( = Ps, (5.1b)
Moy + V- (hDy Ve —Ng Vi) = 0, (5.1c)

for the three basic variables water level (, surface velocity potential ¢ and vertical structure .
The functionals depend on the choice of the vertical shape model. For a parabolic vertical
velocity, we have Equation (4.18), i.e

Pl = %h, (5.2a)

MP = %h, (5.2b)
2

Nép) = Bhs (52C)

Note that the parameters are always positive for positive water depth (h > 0).
For the cosine-hyperbolic model, we have Equation (4.21), so

c inh(xh
D(() ) = cosh(kh) — LDH;’% ), (5.3a)
./\/l(()c) = %/{ sinh(kh) cosh(kh) — %/{2h, (5.3b)
Néc) = _;% sinh(kh) cosh(kh) + %h + h (cosh(kh))?2. (5.3¢)

In Appendix F, it has been shown that D(()C), M(C) N( 9> Vk,h € RT and D(()C ,M N(C

0 < kh = 0. So for the cosine-hyperbolic model the parameters are positive for positive water
depth.

The first two model equations (5.1a),(5.1b) have a first order time derivative and up to second
order spatial derivatives. In Section 7.3, the numerical discretization of it will be derived with
the finite volume method and the leapfrog method.

The third model equation (5.1c) is an elliptic partial differential equation in ¢. The numerical
discretization of it will lead to a linear system of equations. To solve this efficiently, an iterative
method will be used. Building an efficient linear solver for this elliptic equation will be the
main goal for this project.
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6 Boundary conditions

In Section 2.2 the boundary conditions at the surface and the bottom have been derived. In
the horizontal direction, boundaries have not been specified yet. However, the computational
domain will be finite and therefore horizontal boundaries should be introduced.

Boundaries can be divided mainly in two different categories: closed and open boundaries.
Closed boundaries are boundaries like the shore and breakwaters. No water can flow through
these boundaries. Through open boundaries water can propagate freely. These are in fact no
physical boundaries, but imposed by the finite computational domain.

In the derivation of the Hamiltonian system, Green’s theorem has been applied to rewrite the
equations. Because the undefined horizontal domain, no integral over the horizontal boundary
occurred in the derivation. For a domain €2 enclosed by the boundary I', application of Green’s
theorem will give a boundary integral.

Because energy can leave and enter the domain through the boundaries, the linearized La-
grangian (4.12) will change in

0
L, = /<//Q¢a_§ d:vdy—Ho—l—/F(soFg—I—(Fw—l-lf)Fw)dS) dt, (6.1)

with F' the fluxes through the boundary [19].

The derivations explained in Chapter 4 and written out in Appendix E are briefly redone for
the bounded Lagrangian (6.1). The unit outward vector on the boundary I" is denoted by n.
Note that the first term in the Lagrangian (6.1) will not lead to a boundary integral, therefore
it suffices to look at the zero variations of the linearized Hamiltonian (4.15). The zero variation
w.r.t ¢ is given by

doHo = / (CU-Vép + h (Vo —DyV) - Vip)dx dy
= —/ (V-CU dp+ V- -h(Vp—DyV) dp)drdy
Q

+/ (n-CU dp+n-h (Ve —DyV) dp)ds. (6.2)
r

The integral over 2 leads to the continuity equation (4.17a), the integral over I' will be dealt
with in this chapter.

The zero variation of the Hamiltonian w.r.t ¢ (see Equation (E.36)) does not result in a
boundary integral.

Taking the zero variation of the Hamiltonian w.r.t ¢ gives

SpHo = / / (h (Vo —DyVY) - (=DyVy) + (No — hD§) Vi - Vi + Moy 8¢ da dy
= // - (hDy (Vo — Do V) 69 — V - (N — hDF) V) 69 + Motp 6¢) dz dy
/F (n- (hDy (Vo — Do) 01 — - ((Ny — hDG) Vo) 6¢) ds. (6.3)
The integral over Q yields the elliptic differential equation (4.17c).
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The variations should be zero for minimal pressure, therefore the integrand of the boundary
integrals in Equations (6.2) and (6.3) should equal the fluxes on the boundary T, i.e.,

(CU+thp — hDy w) ‘n = F, (6.42)

(h DoV — N w) ‘n = F. (6.4D)
In the next sections the fluxes I and [, are chosen according to the type of boundary.
Note that there are only two boundary conditions, whereas there are three equations. This is
because with 1) = 0, the first two model equations (5.1a) and (5.1b) become a hyperbolic set
of equations, which requires one boundary condition [19]. The third model equation (5.1c) is
an elliptic one and therefore requires an additional boundary condition.

The boundary conditions (6.4) can be rewritten as

h(No—hD§)Ve-n = NyF:+hDyFy,—NyCU - n, (6.5a)
(Mo —hD§) Vi m Do F; + Fy —Do (U -n. (6.5b)

This shows that two boundary conditions are sufficient, because condition (6.4a) can be used
for the continuity equation (5.1a), condition (6.5a) for the Bernoulli equation (5.1b) and
condition (6.4b) for the elliptic equation (5.1c).

6.1 Closed boundaries

In Chapter 2 the impermeability of the water bottom (2.20c) was derived as a condition of
zero normal flow at the bottom surface. Closed boundaries in the horizontal plane behave
similarly. At these boundaries the fluid cannot flow through the boundary, yielding a zero
normal velocity. Examples of these boundaries are shores, cliffs, walls and piers. For closed
boundaries, the following condition has to be satisfied:

o¢

onl, = 0 (6.6)

u-n. =0 or

with I'. the closed part of the boundary and n. the unit outward normal on it. These boundary
conditions are also called reflective boundary conditions, because incoming waves will reflect
back into the domain.

With the expression of the velocity potential ¢ in Equation (4.2), the boundary condition (6.6)
can be written as (U 4+ Vp + fV4) -n. = 0. The current U is an input-variable, and it is
assumed that U - n, = 0 holds. The boundary condition is than satisfied when

Ve -n.=0 and V¢ -n.=0. (6.7)

Substituting boundary conditions (6.7) in Equation (6.5) gives
Fr=0 and Fy=0. (6.8)
So another way of characterizing closed boundaries is by imposing zero fluxes at the boundary.
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6.2 Open boundaries

When modelling an open sea, there are no physical boundaries. Because the computational
domain has to be finite, artificial boundaries are included, which are called open boundaries.
Waves and water particles can propagate freely through these boundaries. The fluxes at the
boundary will therefore be nonzero in general. Because the outgoing flow should vanish, these
boundaries are also called absorbing boundaries.

Because they are not natureal, absorbing boundaries are quite difficult to build. Especially
for non-uniform flows there will always be some reflection, therefore these boundaries are
often called weakly-refiective boundaries. The type of weakly-reflective boundary used in this
model is the Sommerfeld boundary condition [19].

Let’s consider a quantity ¢(z,y,t), representing a simple wave-like pattern. Its wave velocity

is given by ¢ = ¢q [ Z:((z)) ] with ¢y > 0 the wave speed and 6 the angle of the propagation
direction. Wave phenomena satisfy the wave equation
9*q o (0%q | 9%q
Z 4 _ — Lt 2. 6.9
o2~ \oa2 T 92 (6.9)

Solutions of this differential equations are of the form

q(z,y,t) = G (COS(H) g+ SO, _ t> . (6.10)

€o €0

The argument of § is called the characteristic.
The Sommerfeld condition reads

d 3}
cos(@)a—j—i—coa—g = 0, (6.11)

with g—n = V¢ -n and n the unit outward normal at the boundary.

At the boundaries, the wave field ¢ can be decoupled in an ingoing and an outgoing wave

field, denoted by ¢, and ¢out. The outgoing wave field, which has to be absorbed, is now

given by qout = ¢ — Gin- Applying the Sommerfeld condition to the outgoing wave field yields
dq

aq o 8(]in a%n
cos(f) Y + g = cos(#) Y + co o (6.12)

Taking ¢ = F; and ¢ = Fy, gives the Sommerfeld boundary conditions for the open boundaries.
Incoming waves should therefore be prescribed in the form of F¢ 3, and Fyy, 5,. The parameters 6
and ¢y have to be prescribed by characteristic values, although ideally they are calculated at
each stage.
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7 Numerical discretization

In the previous chapters the model has been presented, leading to the model equations (5.1).
In this chapter, the numerical discretization of these equations will be presented (see [19]). To
start with, a computational domain is introduced. As spatial discretization, the finite volume
method will be used. The leapfrog method will be used for the time integration.

7.1 Computational domain

The computational domain will be taken rectangular, with size L, x L,. On this domain an
equidistant grid is used with nodes on the boundary. In the z-direction there are NV, grid
points and in the y-direction there are NNV, grid points. Because the mesh is equidistant, the

mesh sizes are Az = Nf_l and Ay = ijil in the z- and y-direction, respectively.
The nodes are numbered by (m,n) with m =1,2,..., N, and n = 1,2,...,N,. Node (1,1)
is positioned at the physical coordinates (z,y) = (0,0) and node (N, N,) corresponds

to (z,y) = (Lg, Ly).

7.2 Spatial discretization

The model equations (5.1) are discretized with the finite volume method. The rectangular
volumes are centered around the grid points and have size Ax x Ay. The derivatives will be
approximated with centered differences yielding a five-point stencil.

Because the grid is rectangularly structured, one can use the following notation of the nodes:

center: Cc = (imn) (7.1a)
east: CE = (mtin) (7.1b)
north: (N = Cmnt1)s (7.1c)
west: w = Cm—1,n) (7.1d)
south: (s == Cmn—1)- (7.1e)

Note that the names of the wind directions are according to the computational domain. This
can be different with the physical wind directions.
An overbar notation is used to indicate the mean of two nodes:

—._Etée —. Wt —.  wtic

<E' 2 3 CN 2 ) CW . 2 ) CS ki CC

and (g := 5 (7.2)

For the other variables, the overbar notation is used similarly. Note that because of the
equidistant grid, these are central averages on the edges of the finite volumes.

To illustrate the finite volume method used, it will be written out for some terms of the model
equations. Let’s consider an arbitrary volume €,,, with boundary I';,,, centered around an
internal grid point. The discretization of the boundaries will be done in Section 7.2.1.

Term without spatial derivatives will be evaluated as

o, e
//mn Fn dedy =~ 5t AzAy. (7.3)

So these terms are approximated by the value in the center multiplied with the volume size.

31



Terms with a first order spatial derivative are rewritten with Gauss’s divergence theorem®

and approximated with the central averages (7.2), for example

/Q V- (¢U) dxdy / (U -nds

~ CpUgAy+CnVnAz -Gy Uw Ay — (s Vs Az, (7.4)

The second order spatial derivatives are also rewritten in terms of a boundary integral. The
normal derivatives on the boundary are approximated by central differences. For example

/ V- (hVy)dedy = / h@_(p ds
- B — YN — pC
e () sy (1 P
T YW — ¥C T— PSS — pC
() o () s o

In the second model equation (5.1b), the term U - V¢ occurs. In its discretized form this
term reads

Q

/ U -Vpdxdy
an

Q

1 Oy 1 Do Oy
(2( +<U8:E>W>+2<<V8y>N+<V8y)S>>AxAy
1 sDE —PC  F—YW —PC | PN —¥YC —P5—¢C
(7.6)

The first approximation is done by first evaluating the 1ntegrand in the center, equivalent to
0 0,

the terms without spatial dlfferencmg Then the averages (U ai) (U ai) e+ Uz)w)

and (V&g) A 2((Vaf) + (V2 y)S) are applied. For the second approximation in Equa-

tion (7.6), use has been made of central differencing.

6fQ V-udQ= fr u-n dl', for a domain 2 with boundary I'" and the unit outward normal n.

32



Now the Hamiltonian system (5.1) can be approximated for the internal elements by

AzA 86§C+ U Ay(p + = VNAxCN——UWAyCW——VSAxCS
+<§U_EAy+§V_NA:E—§WAy—§7SA$>CC
+%@¢E+%H¢N+i—imww+i—§@ws

_<%hE+i—;hN+%hw+A—xhs>wc
_%@D—wzﬁE—i—imD—wwN—i—zmmww—i—;ﬂp—w?ﬂs
+<%@D—OE+%HD—ON+%WW+%ED—OS>¢C = 0, (7.7a)

AzAy &chr UEAy90E+ VNAwa——UWA?JSDW—_VsAWPS

ot
- <§U_EAy + §V_NA3: - §WAy - 575A:E> vo+AzxAyglc = 0, (7.7b)

Ay —— Ay — — Ay — — Ay ———
—thDOESOE+ — hn Don N + —thDOW(PW + — hs Dos s

Az Ay Ax Ay
Ay—— Az——— Ay—— Ar——
— (M he Dog + A_thDON+ Ehwpow-i- A—thDOS> oC

Ay —— Ar —— Ay ——— Ax ——
_A—xNOE¢E - A—yNONT,/)N - A—$N0W¢W - A—yNos¢s
Ay — Ar—nu Ay—o Ar——— -
+ <E NOE + A_yNON + ENOW + A_yNOS> 1/10 + AwAy./\/loc 1/10 = 0, (77C)
the stencil for the discretized Hamiltonian system.

7.2.1 Discretization of the boundaries

In Chapter 6, the boundary condition have been derived. For both the closed and open
boundaries, the boundary condition (6.4) is given as a flux on the boundary. The discretization
of the model equations has been done with the finite volume method, in which the volume
integral was rewritten to a boundary integral. The specified fluxes on the boundary can
straightforwardly be applied in this way:.

Note that the closed boundaries follow from the bottom profile. When h < 0 at a grid point,
it is on dry land. So the contour line h = 0 gives the closed boundary.

7.3 Time integration

In Section 7.2, the spatial discretization of the model equations (5.1) has been performed with
the finite volume method. On node (i, 7), the discretized versions of the variables C , i and ¥
are given by (;;, ¢;; and ;5. A one dimensional ordering gives vectors C , ¢ and 1/1 containing
the values of the variables on all nodes. For the following derivations, it is not necessary to
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specify the ordering of nodes. The spatial discretization can be written as

RS S See Scw | [ €
pn G|+ | Sec See Sew ¢ = 0 (7.8)
0 Syc Spp  Syy ¥

This system can be rewritten as

q = Lq+f, (7.9a)
Sy = b (7.9b)
with q = [ E } and q its time derivative. The matrix L = — [ Scc See ] is the spatial
® SeoC P
discretization matrix and f = — gwig ] In Equation (7.9b), we have S = Sy, and
PP

b = —5y,p, because Sy equals zero.

The state at time ¢, is denoted by q" := q(¢,). For given states q", QE” and q" 1, 15”_1, the
state q"*! is calculated by applying the leapfrog method to Equation (7.9a). Subsequently,
the linear system Syt = bt s solved. The leapfrog method (see [16]) will be derived in
this section. Solving the linear system (7.9b) is the main topic of the research for this thesis.
Methods to solve this linear system will be discussed in Chapter 8.

The variable time step At is given by Aty :=t,.1 —t, and At_ :=t, —t,_1. A Taylor-series
expansion gives

| 1y

Q= QAL ARG A" O(A), (7.10a)
1 I

a7 = QAL AR - S ARG O(AY), (7.10b)

. . . . . At?
To get rid of the second order derivative, we multiply the second equation by (— A—i;) and

add the equations:

At?
q - At;q” U= q"+ A q + = At 14"+ = Atiq +O(AtL)

At%‘ n Ati n 2 2
A4 T AL q ——At 19"+ At+At q" + O(AtLAL?). (7.11)

We introduce a new variable 3 := %, denoting the change in time step. Let’s assume that
the time steps have the same order of magnitude, so O(At;) = O(At_) and § = O(1). Then,
the above equation reads

Q"= BT+ (1= 520" + Aty (1+ B)G" + O(AtD), (7.12)
giving an expression of q"*! in terms of q"~!, q" and ¢". Equation (7.12) is used as the
numerical time scheme for solving Equation (7.9a) [16]. Note that it is an explicit scheme
and depends on the two previous time steps (a so-called multistep method).

For equidistant time steps, i.e., § = 1, Equation (7.12) reduces to

_— qn+1 _ qn—l 5
q = A — TOMP), (7.13)
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the so-called leapfrog method. For the test equation y = Ay, the leapfrog method is stable
only for AAt € [—i,1i] (see [35, 9]). The stability on the imaginary axis is important, because
many wave models have purely imaginary eigenvalues [45].

7.3.1 Initial conditions

The variational Boussinesq model is written in the time domain. Initial conditions for the
basic variables have to be specified. The discretized system of the model equations (7.9)
shows that the variable v is decoupled from the system with the time derivative. Therefore,
only initial conditions for ¢ and ¢ are needed. The initial state of ¢) can then be calculated
with Equation (7.9b).

Equation (7.9a), which contains a time derivative of ( and ¢, is discretized with the leapfrog
scheme (7.12), which is a two-step method. This requires an extra initial condition at time ¢_;.
To prevent this extra condition, one can also choose to use Euler Forward or another one-step
method for calculating the variables at ;.

An easy choice for the initial conditions is a zero initial state, that is,

C?m,n) =0, C(_rri,n) =0, (714&)
w?m,n) =0, ¢(_ri,n) =0, (714(3)

for all nodes (m,n). These initial conditions will be used in wave model.
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8 Numerical linear algebra

Numerical discretization of the model equations results in a system of linear equations for the
discrete model variables. One of the discrete mode equations is of the form S”t; = b, with S
the discretization matrix. The vector 1/7 has to be solved, it contains the value of ¥ (z,y) in
every grid point and has therefore a length of N, - Ny, with N, and N, denoting the number
of nodes in the x- and y-direction. Because the dimensions can become large, solving this
linear system will be computational expensive. To reduce the computational effort, numerous
numerical methods for solving linear systems efficiently are available in the literature, see [32]
and [42].

The method used in the model for solving 51/7 = b is the conjugate gradients method [12].
This is an often used method for symmetric positive definite matrices, which can be targeted
to specific systems by applying a preconditioner. The conjugate gradient method will be
derived in Section 8.3. In Section 8.4 the concept of preconditioning will be explained.

8.1 Properties of the matrix

The linear system which has to be solved is
Sip=h (8.1)

as defined in Equation (7.9b), with J a vector containing the values of 1 on all grid points.
The matrix S and vector b are filled according to the numerical discretization as presented in
Chapter 7. More precisely, the linear system is equivalent to Equation (7.7c). In this section
some properties of the matrix S are presented. These properties will determine the method
for solving this linear system.

The size of the matrix S is determined by the computational domain (see Section 7.1). The
rectangular grid consists of IV, and Ny nodes in the z- and y-direction, respectively. Therefore
the matrix S has dimension NN, x N,N,. Due to the requirement of real-time calculation
and the limitations of current technology, typical values for a grid of 5 x 5 m and a timestep
of At = 0.05 s are N, = 200 and N, = 100, so the matrix is of the order 20000 x 20 000. In
the future, the dimensions of the domain have to be much larger.

To assess the properties of the matrix, we consider Equation (7.7¢), which determines

0 —ﬁ—fyff/\/w 0

S Now  RLNog + 32 Non + 3L Now + £2 Nos + AvAyMoc —5ENoz |, (8:2)
0 — 3% Nos 0

a five-point stencil. When using a lexicographical ordering” of the grid points, this leads to
a pentadiagonal® matrix. For a horizontal numbering, half the bandwidth® will be N, for
vertical numbering N,.

"A lexicographical ordering is a horizontal or a vertical numbering

8 A pentadiagonal matrix is a matrix with non-zero elements on five diagonals and zero elements on all other
diagonals.

9For b half of the bandwith of a matrix A, we have that all elements outside the b" diagonal are zero, i.e.,

(@ij)ji—ji>» = 0.

37



With the overbar as defined in Equation (7.2) and the fact that the parameters are positive
(see Chapter 5), one can see that the center term in the stencil (8.2) is positive and the outer
elements are negative. Observe that the sum of all elements is positive. Therefore, the matrix
is diagonally dominant, i.e., the center element is at least the sum of the absolute values of the
outer elements. Because we have h > 0, it holds that My > 0 and therefore the matrix S is
strictly diagonally dominant.

With stencil (8.2), we see that the center element has a value of O(1 + h?), while the sum of
the absolute values of the outer elements is O(1); it is assumed that O(Az) = O(Ay) = O(h).
So for small mesh sizes h, the diagonally dominance of the matrix is not very strongly.
Because the matrix is strictly diagonally dominant with positive elements on the main di-
agonal, Gershgorin’s circle theorem (see [46]) states that the real part of all eigenvalues are
strictly positive. So S has no eigenvalue zero and is therefore nonsingular, i.e., the inverse S~!
exists.

The diagonal elements are strictly positive (S;; > 0), while the outer elements are negative
(Sij <0). Because of the strictly diagonally dominance, the matrix is an M -matriz'0.

To verify the symmetry of the matrix, one has to compare the outer diagonals with each other.
For example, the contribution of the west neighbour on node (4, j) has to be the same as the

contribution of the east neighour on node (i—1, j). So for symmetry, we need <—%J\/’ow>i ; =
(—%No E> L Because of the central differencing of the fluxes in the finite volume method,
=1,

the mesh sizes are the same. With the overbar notation (7.2), the requirement is rewritten
as (Now +Noc); ; = WNoc + Nog);_1; & Nosi—1,5 +Nosij) = Nosi—1,5 +Noji,j), which is
clearly satisfied. Applying the same reasoning to the other neighbours shows that the matrix
is symmetric, i.e., ST = S. Because the boundary conditions (6.4) are given in the form
of fluxes, the discretization (see Section 7.2.1) of this will not destroy the symmetry of the
matrix.

Note that the matrix is real-valued and the Euclidean inner product can therefore be used.
Because of symmetry, we have (Sx,x); = x7'STx = x7'Sx = (x, 5%)s. This shows that the
matrix S is self adjoint in the Euclidean inner product space. The self adjointness of the
matrix implies that all eigenvalues are real valued [23].

From Gershgorin’s circle theorem we already know that the real part of the eigenvalues are
all strictly positive. From symmetry, the eigenvalues are real. So all eigenvalues \; of S
satisfy \; > 0. This yields that S is positive definite, i.e., x' Sx > 0 Vx # 0.

Summarizing, the matrix S is real valued, pentadiagonal, strictly diagonally dominant, sym-
metric and positive definite.

Dry nodes On dry land (for example coasts, islands and piers), the model equations do
not have to be solved. However, there are grid points on this part of the domain. These
nodes occur in the linear system Si = b. The variable 1) is taken zero on dry land. In the
matrix S, on the row corresponding to a dry node, the elements on the outer diagonals are
taken zero and on the main diagonal the elements are one. A zero right hand side will give

10A matrix A is an M-matrix if a;; > 0 and a;; < 0 for i # j and A"l >0 [32]. The last requirement is
equivalent with p(I — D™"A) < 1, with p(-) the spectral radius (maximum absolute eigenvalue) and D the
diagonal of A. When A is strictly diagonally dominant, the diagonal of I — D™ A is zero and the sum of
the absolute values of the outer elements is smaller than one. With Gershgorin’s circle theorem, the spectral
radius is smaller than one.
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Ymn = 0 for dry nodes (m,n). The properties of the matrix as presented before still apply
for the matrix adapted to dry nodes.

8.2 Krylov subspace methods

A class of linear solvers are the Krylov subspace methods. These are iterative methods, i.e.,
for a starting vector ¢°, the method generates a series of vectors ', 1?2, ... converging to
¥ = S7b. Let’s consider Richardson’s iteration [31], given by

,l/}i—l—l — 1/11 + T(b o Swl)

= (I—-7SW' +7b, (8.3)
fori=0,1,2,... and a parameter 7 # 0. For an invertible matrix M, the linear system S =
b is equivalent with

M~'Sy = M™'b, (8.4)

with M~ called the left preconditioner of S. Matrix M has to be chosen such that sys-
tem (8.4) is easier to solve than the original one. Now apply Richardson’s iteration for this
preconditioned system with 7 =1, so

wi-ﬁ-l — wz + M_l(b o SwZ)
= (I-M'S)y'+ M 'b. (8.5)
This recursion is the basis for a class of methods called the basic iterative methods. For a

converging 1, the term r’ := b — St will go to zero and is therefore called the residual. For
the initial vector ¥°, the first iterates are

W= 0 MO,

1/}2 — wl +M—1r1 — 1/}0 +M_1r0 —|—M_1(b o S(wo —|—M_11‘0)),

YO 4 2M 10 — (MLS) M1

VP = P+ M (b - SY?)

PO+ 2M 0 — (MMl M (b — S0 + 2M 0 — (M LS M 0))
= 0 +3M e — 3L M + (M8 M,

From this, we can see that
' e Y0 +span{ M0 (MG (M), . (MTLS) T H (M) ) (8.6)
The subspace
K{(S,r%) = span{rO,SrO, ... ,Si_lro} (8.7)

is called the Krylov space of dimension i for matrix S and residual r’. For basic iterative
methods we have 1* € 0 + K(M~1S, M~'r?) for the preconditioned system (8.4). Linear
solvers using this property are called Krylov subspace methods [32].

With a similar derivation, we have ¢ = (I — M ~18)i0 + Z};%)(I — M~18)M~'b. One can
recognize the geometric series and for ¢ — oo the Neumann series. When the series converges,
we have 9>® = (M~18)"!M~'b = S~'b, which is the solution of the linear system.
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8.3 Conjugate gradients method

For the linear system St = b, we search for estimates ¢¥* € K*{S b} such that |J¢p — ||
is minimal. To get only one minimization problem at each iteration step, we search in the
direction of p* € K*{S,b}. The next estimate will then be /*+1 = ¢)* +-a;pF. The constant oy,
has to be calculated such that the error ||ty — ¢**1|| is minimal in some norm. We have
[ — % — agp®|| = |[vp — || — 20 (0 — ¥F, p*) + a2||p¥||. Equating the derivative w.r.t. oy,
to zero gives

koo _ ok

ap = W (8.8)

(p*, p¥)
Let’s consider the Euclidean inner product space, i.e., (z,y)s = x’y. The parameter oy
contains the term (p¥)”4, which cannot be calculated because ¢ is unknown. Therefore, the
Euclidean norm cannot be used. Note that St is known: S = b. Hence, consider

(x,y)s = 27 Sy, (8.9)

the matriz inner product. Observe that this is equivalent with (x, Sy)s. If S is spd!!, this
inner product is well defined. Because S(¢ — %) = St — SypF = b — Sy* = 7, we have

<pk7 Tk>2

ap = —————— 8.10

(p*, Sp*)2 (8.10)
which can be calculated readily, because the residual 7* depends on the previous estimate 1.
The method is now defined, with exception of the choice of the search vector p*. In fact,
there are many options, all leading to different schemes. The choice of CG is

(Tk'H Tk+1 >

k—+1 — k+1 ) 2 k 8 11
p A T, P (8.11)

This choice of p* satisfies the property
Pk ps = 0 forj=0,1,2,...,k—1, (8.12)

which says that the search directions are orthogonal to each other in the matrix inner product.
Summarizing, the CG-method is given by the following iteration scheme:

0 = b—Sy°, (8.13a)
p’ = P, (8.13b)
a = %, (8.13¢)
P = Yt (8.13d)
rtl =t — Sy (8.13e)
<7,i+1’ri+1>
Bi = Wa (8.13f)
Pt o= Mty gy (8.13g)

with (-, ) the Euclidean inner product.

A spd matrix is an abbreviation for a symmetric positive definite matrix.
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Convergence The convergence of the CG-method depends on the spectrum'?. An upper-
bound of the error is given by (see [42])

i

A
max __ 1
! )\min
Wi —glls < 2 X2 ) g~ ylls, (8.14)
max + 1
Amin

with Apax and Apin the maximal and minimal eigenvalue of S, respectively. So the convergence
mainly depends on 3\\”#, the spectral condition number. From the upperbound (8.14), one
can see that the smaller the condition number, the smaller the upperbound and therefore
probably a faster convergence. A small condition number is equivalent to a narrow spectrum,
i.e., the smallest and largest eigenvalue are close to each other.

With the upperbound (8.14) and the stencil (8.2), we can make an estimate of the convergence
of CG for the system Sy = b. Because S is spd, Gershgorin’s circle theorem gives 0 <
AzAyMoc < Amin < >\max < AzAyMoc +232 (Nog +Now ) +2 w(NON +MNos ). From this,

Nog+Now )+22Z (Non +Nos
one has max <1 —|— 52 Nos + AO‘:A)y./iloc( o tAos) . When assuming O(Az) = O(Ay) = O(h),

with h a Characterlstlc mesh size (not the water depth as has been used earlier), we have

Amax (h2). (8.15)
)\min
From this expression for the condition number, the convergence of the CG-method can be
derived!®. When writing the upper bound of the error (8.14) as ||1; — 1||s < 2C|[1bg — ][5,
we get C' = 1—0(h). We can thus conclude that for a constant error, the number of iterations
is inversely proportional to the mesh size'?.

8.4 Preconditioners

Equation (8.14) shows that the convergence behavior of the CG-method depends on the
spectrum of S. Applying the CG-method to the preconditioned system (8.4), the convergence
depends on the eigenvalues of M~'S. Because the matrix M can be chosen arbitrarly, the
convergence can be adjusted by choosing M such that the spectrum of M 1S is more favorable
than the spectrum of S. From Equation (8.14) one can see that the spectral condition number
should be close to one, so the smallest and largest eigenvalue should be close to each other.
Loosely speaking, the preconditioner M has to be chosen such that it looks like S and the
system Mx = b is relatively easy to solve [26].

Given a preconditioner M, the left preconditioned system is given by

M~1Syp = M~'b. (8.16)

12The spectrum of a matrix is the set of all eigenvalues.

BWe have ((f3me — 1) ((/3u 41) Lo (1- (Qus=)~2) (1+(Aw)*%)71 = (1-(qua)7t)

Amin min min min Amin

(1- Q)8 4 Qua) 4 O((Que)H) ) = 1 - 2(3me)7d 4 O((3u)7Y) = 1 - O((3um)7H), where

Amin min Amin
the geometric series is used.
TLet’s look at the error after k 1terat10ns: |2k —1||s < €, then 2C* < §, with 0 < § < 1. Solving 2C* = § for
agiven d yields k = In(36)/In(C) = In(36)/(—2h—2h*+O(h®)) = —In(36) + m O(#), for C = 1-2h.
So for a constant error, we need O(h) iterations.
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In order to preserve the symmetry, one can also consider
PSP~ (PTy) = P7'b, (8.17)

called the centrally preconditioned system. Note that for an spd .S, the preconditioned matrix
P~18P~T also spd!®.
In the first case, the CG-method is applied to the matrix M~1S, while in the second case it
is P~'SP~T. For a preconditioner

M = pPpPT, (8.18)

these two matrices are in general not the same. However, they have the same spectrum!®

and the preconditioned CG-algorithm is equivalent and therefore these two preconditioned
systems will be used interchangeable.

In the wave model, several choices of preconditioner are implemented. These preconditioners
are explained in subsequent chapters: diagonal scaling in Chapter 9, relaxed incomplete
Cholesky in Chapter 10, and repeated red-black in Chapter 11.

8.5 Preconditioned conjugate gradient method

The conjugate gradient method is used for solving the system Si = b and is given by the
recursive algorithm (8.13). Applying the CG-method to a preconditioned system (8.17) will
give a slightly different algorithm, called the preconditioned conjugate gradient method. Writ-
ing out the PCG-algorithm will give the pseudo code as given in Table 1. By rearranging
some terms, two different implementation can be obtained. The methods are equivalent, but
the differences may lead to easier implementations of the preconditioners.

The two PCG-implementations shown in Table 1 have more variables than in the original
recursion (8.13), such as o and p. These are dummy variables to simplify the implementation.
The main difference between the two implementations of PCG are the expressions with the
preconditioner P. The first choice considers the statement ¢ = P~'SP~Tp and the second
the statements z = (PPT)~!r and ¢ = Sp. It depends on the type of preconditioner which
choice is best. For some preconditioners it is advantageous to calculate the preconditioned
matrix P~'SP~T once and use it every iteration. For other preconditioners it is better to
decouple the preconditioner and the original matrix and use the statements z = (PPT)~ 1y

and ¢ = Sp separately. In the second version both the residual (r;,r;) = ||r;||3 as well
as the preconditioned residual (r;, z;) = ||ri|[3,_. is available, whereas in the first version,
only (P~'r;, P~'r;) == ||r;||3,-. is available. The availability of both residual norms gives

more freedom in the choice of termination criterium, as will be seen in Section 14.9.2.

Y Because S symmetric, ST = (P71SP~T)T = p~TTsTp~T — p=tsp~T = § s0 S also symmetric. The
matrix S is positive definite, i.e., (y, Sy) > 0 for all y. Then (x,Sz) = (z, P~ 'SP Ta) = (P T, SP~Tq) =
(y, Sy) > 0, so S also positive definite.

SFor nonsingular matrices A, B the following identity holds: det(AB) = det(A)det(B). Then we have
det(A\I — P7'SP™T) = 0 & det(APPT — S) = 0 < det(A\ — M~'S) = 0, so the same eigenvalues X for the
centrally and left preconditioned matrix.
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CHOICE 1

PCG-algorithm
r=r—_Sx
solve r = P~ 1r
Pnew =TT
z=Ply
1=0
while ppeyw > €

1=14+1

ifi=1

p=r
else
_ Pnew

Pold
p=r1+pp
end
solve g = P71SP~Tp
o=p-q
_ Pnew
o
r=x+ap
r=r—aq
Pold = Pnew
Pnew =TT
end

solve x = P~ Ty

Output
x

Start vector

Right hand side
Matrix
Preconditioner
Tolerance

Residual
Map residual

Map solution
Iteration number
Termination criterium

Search vector

Search vector

Mapped search vector

Update iterate
Update residual

Map solution

CHOICE 2

PCG-algorithm

r=r—_Sx
solve z = (PPT)~1r
Pold = Pnew
Prew =T 2
i=0
while ppew > €2
1=1+1
ifi=1
p==z
else
_ Pnew

Pold
p=2z+0p
end
q=>Sp
0O=p-q
_ Prew
o
r=x+ap
r=1r-—aq
solve z = (PPT)™1r
Pold = Pnew
Pnew =T 2
end
Output
T

Start vector
Right hand side
Matrix
Preconditioner
Tolerance

Residual
Map residual

Iteration number
Termination criterium

Search vector

Search vector

Mapped search vector

Update iterate
Update residual
Map residual

Table 1: Two different implementations of the preconditioned conjugate gradient method.
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9 Diagonally scaled conjugate gradient method

In Section 8.3 it has been explained that the conjugate gradient method will be used for solving
the system of linear equations (8.1). To improve the convergence of the CG-method, it can
be applied to the preconditioned system (8.17). The PCG-method will only have a better
performance than the CG-method if the preconditioner is chosen correctly. In this section,
one choice of preconditioner is explained, namely diagonal scaling, which is also known as the
Jacobi preconditioner.

9.1 Structure of the preconditioner

As explained in Section 8.4, the preconditioner has to be chosen such it looks like the original
matrix and the preconditioning step is relatively easy to solve. A straightforward choice is
taking as preconditioner M the diagonal elements of the original matrix S. The precondi-
tioner M is therefore a diagonal matrix and its inverse is easily calculated: mi_i1 = 1/my;.
This satisfies the requirement of an easy to solve preconditioned residual. The other require-
ment, stating that the preconditioner should look like the original matrix, is also satisfied,
especially for when S is a sparse and diagonally dominant matrix.

The preconditioned matrix S=pPlspTis easilly calculated, because P a diagonal matrix.
Moreover, the diagonal of S will equal one. The matrix-vector multiplication y = Sz is
therefore quite easily done. This makes choice 1 of the two PCG-implementations in Table 1
the best choice.

9.2 Spectrum of the diagonally scaled system

The main purpose of applying a preconditioner is to improve the convergence of the CG-
method. As can be seen in Equation (8.14), the convergence depends on the spectrum of the
matrix, i.e., the smaller the spectral condition number Ayax/Amin, the faster the convergence
will be. This is achieved by choosing the preconditioner M = PP” such that P~1SP~7 has a
more favorable spectrum than S. Whether this is the case for diagonal scaling is investigated
in this section for some test problems.

Looking at the test problem of an open sea with a constant depth of 30m (see Section 13.1), the
spectra of the matrix S and the diagonally scaled matrix P~1SP~7T are calculated explicitly
with Matlab and are shown in Figure 1.

Because the preconditioner equals the diagonal of the matrix S, the diagonal of the precondi-
tioned matrix is equal to one. Then, Gershgorin’s circle theorem states that the eigenvalues
are centered around one, which can be seen in figure 1. The spectral condition number is for
both matrices 1.2537 and therefore, the preconditioned CG-method is not likely to converge
faster than the unpreconditioned CG-method.

The reason that the condition number does not change is that a flat bottom is considered.
When the water depth and the shape parameter k are equal for all nodes, the center element of
the stencil (8.2) is also equal. This implies a constant diagonal of S and therefore M = cI, for

L 2S M ls AMls . .
some constant ¢, yielding = s = ETs which shows that the spectral condition
C

min min min

numbers of S and M ~1S are equal.
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Figure 1: Spectrum of the original matrix S and the diagonally scaled matrix P~1SP~7 at
an open sea with constant depth of 30m and a grid of 10 x 10 nodes.

A flat bathymetry does not show a difference in condition number. Therefore, we will consider
an open sea with a deep trench in the bottom, as shown in Figure 2.

86%0%,
NS/

Figure 2: Bathymetry of an open sea with depth of 50 m outside a trench of 100 m depth and
a grid of 32 x 32 nodes.

Because the depth varies per node, the diagonal elements of S are not constant anymore. The
spectrum of the preconditioned matrix is therefore not only shifted to one, but it has really a
different shape than the unpreconditioned spectrum, as seen in Figure 3. The main difference
is in the large eigenvalues. Observe that the spectral condition number drops from 6.35 - 10°
to 394.3, which is a large reduction.
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Figure 3: Spectrum of the original matrix S and the diagonally scaled matrix P~1SP~7T at
the bathymetry of Figure 2.

In this section we have seen that choosing the preconditioner as the diagonal of the original
matrix may lead to better convergence of the CG-method. For bathymetries with a constant
depth, the condition number is not reduced. However, for varying depth profiles, diagonal
scaling can reduce the condition number considerably.
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10 Relaxed incomplete Cholesky decomposition

A well-known direct method for solving a linear system of equations is the LU-decomposition.
Most square matrices A can be factorized in the form A = LU, with L a lower triangular
and U an upper triangular matrix'”. Solving a linear system Az = b can be done relatively
easy by first solving Ly = b and then Ux = y. If the matrix A is symmetric, one can find an
upper triangular matrix U such that U = LT. The decomposition then becomes A = LLT,
called the complete Cholesky decomposition. Because a symmetric matrix is used in the wave
model, we will look at Cholesky decompositions in this section, but most results also apply
for the nonsymmetric LU-decompositions.

As preconditioner, these decompositions are not usefull, because (LLT)™1S = I. However,
one can find lower triangular matrices K ~ L which are easier to solve, but still KK ~ A,
and are therefore usefull as preconditioners. Calculating these matrices K can be done with
an incomplete Cholesky decomposition, as explained in this section.

10.1 Sparsity pattern

The system to solve in the wave model is Equation (8.1): Si = b. With a lexicographical
numbering of nodes, the matrix S is pentadiagonal with values on the main, first and p-th
outer diagonal. This sparsity pattern'® of S is shown in the left picture of Figure 4. The
results of Figure 4 are made with Matlab on a grid with 10 nodes in both directions.

Figure 4: Sparsity pattern of S (left), L (center) and K (right).

The Cholesky factor L of S is the lower triangular matrix as shown in the center picture of
Figure 4. The lower bandwith of L is the same as for S, but where S has zeros inside the
band, L has nonzero elements inside the band; this is called fill-in.

Solving a system Lz = b can be done relatively easy with forward substitution [10]. The more
nonzero elements L has, the more computational effort is needed. To reduce the computation
time, a predefined sparsity pattern is imposed on the Cholesky matrix. A common choice
is to take the sparsity pattern of S itself. So, the decomposition of S has to result in a
lower triangular matrices K which approximates S, i.e., KK” ~ S and K + K' has to have
the same sparsity pattern as S. This is called incomplete Cholesky decomposition and the
resulting lower triangular matrix K is shown in the right picture of Figure 4.

17 A matrix L is lower triangular when Lij =0V < j, and U upper triangular when U;; =0 Vi > j.
8The sparsity pattern of a matrix A is the pattern of all nonzero elements of A.
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A similar choice is to take the sparsity pattern of S with m extra fill-in diagonals, called the
IC(m) decomposition [26]. This results in an incomplete decomposition which approximates
the matrix more accurate, but needs more computation time to solve. This method will not
be used in the following, so m = 0 is taken.

Because LLT = S, the sparsity patterns are the same. When using the incomplete Cholesky
decomposition, we have K KT ~ S, which has a different sparsity pattern. In the right picture
of Figure 5, we see that there are nonzero elements on the (p — 1)—st left and right diagonal,
called the fill-in elements.

Figure 5: Sparsity pattern of LL” (left) and K K7 (right).

Because of the sparse structure of K and K KT ~ S, it is a good choice for use as a precon-
ditioner in the CG-method.

10.2 Calculating the incomplete Cholesky decomposition

In the previous section it has been stated that the Cholesky decomposition is of the form LLT,
but one may also consider the decomposition

M= (D+ L)D YD+ L"), (10.1)

with D a diagonal matrix and L a strictly lower triangular matrix, so D;; = 0 V i # j
and L;; = 0V ¢ < j. For the incomplete Cholesky decomposition, we have an additional
requirement of the sparsity pattern, namely L;; = 0 for i # j 4+ 1 and i # j + p.

Similar to KK in Figure 5, the matrix M has a sparsity pattern with seven nonzero diago-
nals: the five nonzero diagonals of S and the fill-in elements next to the outer band. To get
an algorithm for calculating the incomplete Cholesky decomposition, the matrix M will be
written out for these seven diagonals. Detailed derivations are shown in Appendix H.

For the outer diagonals of M, we have M;;_, = L;;—p, M;;—1 = L;;—1, M; ;41 = Lzlji+1
and M; 1y = L;‘FZ +p- To apply M as preconditioner for S, we want M =~ S. Therefore, the
matrix L of the incomplete Cholesky decomposition (10.1) is chosen equal to the strictly lower
triangular part of S. This implies, amongst others, that the matrix L does not have to be
calculated, because it is directly given by the known matrix 5.
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The main diagonal is now given by

M; = S?,_, D!

1,i—=p " i—p,i—p

+ 8% 1D i + D, (10.2)

and the fill-in elements are given by

Miipr1 = SiimpDily ;) Sipi-p+1; (10.3a)
Mijtp—1 = Siic1Di ;1 Siotitp-1- (10.3b)

The diagonal matrix D of the decomposition has to be specified by a condition on these three
diagonals. One choice is to ignore the fill-in elements and use M;; = 5;;, which yields the
recursive formula!?

52 S

Dy = Sy — —tzp _iiml 10.4
Di_pi—p Di—1,1 (104)

This model for choosing L and D in Equation (10.1) is called the incomplete Cholesky decom-
position (IC)2° [26].
Another choice is to require equal row sums for S and M: Z?:l Sij = 2?21 M;;. Because of
the choice of L to be equal to the lower part of S, we get Sy = My; + M ;—py1 + M; ipp—1,
yielding the recursive formula

Sii—p(Sii—p + Si—pi—p+1)  Sii-1(Sii—1 + Si—1i4p-1)

Dy = Si— - , 10.5
Di_pip D11 (105)

called the modified incomplete Cholesky decomposition (MIC) [11].
These two models for D can be combined by requiring

Sii = My +w (Mii—pp1+ Miiyp1), (10.6)
with 0 < w <1 a constant, called the relaxation parameter. This gives

Dy = S Sii—p(Sii—p + WSizpi—p+1)  Sii—1(Sii—1 + WSi—l,i-i—p—l)’ (10.7)
Di_pip D11

the relazed incomplete Cholesky decomposition (RIC) [4].
Note that for w = 0, the RIC-decomposition (10.7) reduces to the IC-decomposition (10.4)
and for w = 1, it reduces to the MIC-decomposition (10.5).

10.3 Eisenstat’s implementation

The incomplete Cholesky decomposition (10.1) results in a matrix M for which M = S holds
and will therefore be used as a preconditioner for the conjugate gradient method. During the
CG-algorithm, one has to solve th system y = M!Sz, or a similar one. In this section, it
will be explained that for incomplete Cholesky decompositions this equation can be solved
efficiently with Eisenstat’s implementation [8].

2
S'L,i*l

YFor i =1, use Di; = Si, and for 1 < i < p use Di; = Si; —

Di_1i-1"
20Confusingly, this is the same term as the general incomplete Cholesky decomposition as used before.
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In order to enable Eisenstat’s implementation, the matrix M will be scaled:
M = D :MD:
= D :(D+L)DYD+LT)D 2
= (I+D LD 2)(I+D :L7D z)
= (I+L)I+L"), (10.8)
with the matrices D and L according to Equation (10.1) and the scaled matrix L := D 3LD"s.
By the definition of the incomplete Cholesky decomposition in Section 10.2, the matrix L
equals the stritly lower triangular part of S. Then, with Ds the dlagonal of S, we have S =
L+ Dg+ LT and also S=1+ Dz + LT with Dz =D~ 2D3D 3 the diagonal of S.
Let’s observe the following derlvatlon
I+L)'SI+L"™ = I+L) YL+ Dg+ LI +L")!
- u+ir¢QJ+ZyuD§—y)+u+Eﬁ)u+Eﬁ4
= [+L") '+ (I +L) "Dz -2DI + L)' + (I + L)~
The implementation of the matrix-vector product y = (I + L)~1S(I + LT)~!x for a given x
can therefore be written as
z = (I+L")'x, (10.9a)
y = (I+L)'(x+(Dg-20)z) +z, (10.9b)

called Eisenstat’s implementation. L B
Compared to the straightforward way of solving y = (I + L)~1S(I + LT) " x, i.e.,

v = (I+L0)™!
W= gx,
y = (U+L0)7!

this saves one matrix-vector multiplication y = Sz at the expense of three vector updates.
These three vector updates are the calculation of a := (l~)§ —2Nz,b:=x+aandy =c+z,
where it is assumed that the matrix Dg — 2I is already calculated. In general, matrix-
vector multiplications are expensive and therefore Eisenstat’s implementation saves some
computation time.
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10.4 The RICCG-method

In previous sections, we have seen that for symmetric matrices S, an incomplete Cholesky
decomposition is given by Equation (10.1): M = (D + L)YD~Y(D + LT), with L the strictly
lower triangular part of the matrix S and the diagonal matrix D is calculated according to
Equation (10.7).

In the derivation of the preconditioned CG-method, it is assumed that the preconditioner has
the symmetric form of M = PPT. In order to get this form, the matrix D is scaled to I.
This is done by scaling S with D:

S:=D"2SD"z. (10.10)

The incomplete Cholesky decomposition of S is then given by M = (I+L)(I+L7), as derived
in Equation (10.8). With B
P=(I+1) (10.11)

the preconditioner M= EPT has the symmetric form as wanted for the PCG-algorithm.
The statement ¢ = P~1SP~Tp from choice 1 in Table 1 can now be solved efficiently with
Eisenstat’s implementation (10.9).

Summarizing, the whole linear problem is first scaled with D, as in Equation (10.10). Then,
the PCG-method is applied with the relaxed incomplete Cholesky decomposition (10.11) as
preconditioner.

10.5 Spectral condition number of the RIC-decomposition

In Section 8.3 it has been shown that the convergence of the CG-method depends mainly
on the spectral condition number of S, which is the ratio of largest and smalles eigenvalue.
For the PCG-method, the convergence depends on the spectral condition number of the
preconditioned matrix P~1SP~T. As preconditioner, we will consider the relaxed incomplete
Cholesky decomposition (10.7).

For a characteristic mesh size h, it can be shown that the condition number of the 1C-
preconditioner is O(h~!) and for the MIC-preconditioner O(h~2) [41]. Therefore, it is ex-
pected that MICCG will converge faster, especially for larger problems.

In Figure 6, we see that the spectra of IC and MIC differ considerably. For small values of the
relaxation parameter w, the large eigenvalues are clustered at one, but the small eigenvalues
are widely spread out. For large w, the small eigenvalues are approximately one, but the large
eigenvalues are not clustered. This is similar to what one might expect from the theoretical
results of Al = O(h?) and NS, = O(1) for the IC-preconditioner; and A\MIC = O(1)

min min

and \MIC — O(h=1) for the MIC-preconditioner [41].

max

The spectral condition number of the original matrix .S is 160.7, which is reduced a lot with
the RIC-preconditioner, as shown in Figure 7. We also see that the larger w, the smaller the
spectral condition number
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of the scaled matrix S and preconditioned matrix

P-1SP~T of RIC-

preconditioner with w = 0 (upper left), w = 0.25 (upper right), w = 0.75 (lower left) and
w =1 (lower right) at a grid of 32 x 32 nodes.
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In Section 8.3 it has been derived that a spectral condition number of O(h~2) yields O(h™1)
CG-iterations. Similar, the condition number of O(h™!) for the MICCG-method will give
O(h_%) CG-iterations. In order to verify these theoretical results, the methods are applied
to the test problem of an open sea (see Section 13.1) with a constant depth of 50m. The
number of CG-iterations is averaged over 1000 timesteps, as given in Table 2 (see Section 14
for more results).

Grid |w=0 w=05 w=1
100 x 100 | 7.822  7.637  7.399
200 x 200 | 16.357  14.387  11.450
400 x 400 | 32.895 28.184  17.144
800 x 800 | 67.233  57.611  25.758

Table 2: Mean number of RICCG-iterations at open sea.

The order of the number of iterations can be estimated with Richardson’s extrapolation®!.
Because the method used three different grids and four grids are given in Table 2, we can
apply Richardson’s extrapolation two times. For w = 0, we get the values -0.954 and -1.054;
for w = 0.5 we get -1.031 and -1.093; and for w = 1 we get -0.491 and -0.597. These values
are estimates of the order, and are in accordance with the theoretical orders, i.e., O(h™1)
for ICCG and O(h_%) for MICCG. In between those extreme choices, we have an estimate
of O(h™!) for RIC-0.5, which is the same as for IC.

As shown in Section 8.3, these orders of the number of CG-iterations are linked with the order
of the spectral condition number. To be precise, with the results of Richardson’s extrapolation,
the spectral condition number of ICCG is estimated by O(h~2) and for MICCG O(h~1), which
equal the theoretical orders.

21The number of CG-iterations is given by NS¢ = O(h®) = Sh®, with h the characteristic mesh size and 3
some constant. With results from three different grids, one can estimate the exponent . For a given number
of iterations at grids with mesh size h, 2h and 4h, one has B(ﬁzl(ggl);f(;;ﬁl) = Egaja;;ia — 2 2(27;1) = 2%,
Then « is estimated with the 2-log of the given fraction.
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11 Repeated red-black preconditioner

In previous sections two preconditioners for the CG-method have been described. Diagonal
scaling in Section 9 and relaxed incomplete Cholesky in Section 10. In this section another
preconditioner will be derived, it uses a renumbering of the grid points according to a red-
black ordering. With an elimination process, an equivalent stencil is obtained on a coarser
grid, which is simplified by lumping some outer elements. This procedure is repeated several
times, until the grid is coarse enough to use a direct solver on it. The resulting preconditioning
method is called the repeated red-black preconditioner, or RRB [6, 3, 28, 39].

11.1 Repeated elimination on red-black grids

As explained in Section 7.1, the variational Boussinesq model is discretized on a rectangular
grid. In previous preconditioners, a lexicographical numbering of the computational grid
points is used. For the RRB-method, a red-black ordering will be taken, i.e., the red nodes
are given by the points (x;j,¥;;) with i+ j = 0 (mod 2), and the black nodes by x;; with
i+j =1 (mod 2). First the black points are numbered in lexicographical ordering and then
the red points. With this checkerboard-like ordering and the 5-point stencil (8.2), black points
only depend on red points and vice-versa.

The red nodes give a shifted grid, on which again a subdivision is performed. A second
level grid is obtained by taking only the red nodes is odd rows and columns. It results in a
rectangular grid with a mesh width two times larger than the first level grid. On the second
level grid, a similar red-black subdivision can be made.

A 6O 00 60 60 60 60
N 2 A VR VA Y
A5O3 00 60 60 60 60
NV 2 A VR VA Y
A 6O 00 60 60 60 60
N 2 A VR VA Y
A O 6O 00 60 60 60 60
N 2 A VR VA Y
A 6O 00 60 60 60 60

Figure 8: Domain with first level red-black (hearts and diamonds) and second level of blue
nodes (spades).

With the ordering of nodes as in Figure 8, the linear system Sy = b (8.1) can be written as

Dy Sov Som {28 be
Soe Do 0 Yo = | bo |, (11.1)
Sao 0 Da Ve ba

with D diagonal matrices. Because of the symmetric stencil (8.2), we have So¢ = Sg;@ and
Sa¢ = Sg‘. Note that the size of )¢, is two times larger than ¢ and g.
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The diagonal matrix D<_>1 is easily computed. Therefore, the {-nodes can be decoupled with
Gaussian elimination. This can be represented by the map S = LlSlLf, ie.,

I . 0 0 Dy 0 . 0_1 Iy D3'Seo Dy'Soa
S@QDOI Io O 0 Do -— SQQQDIO Seo —S@QDO Sl<>¢ 0 Io 0
SaoDys™ 0 g 0 —SaoDy Soo Do — Sao Dy Son 0 0 Ia

Solving a linear system S = b can now be done with L151LTvy = b. Because L; is a lower
triangular matrix, forward substitution is used. The matrix S is decoupled and because Dy,
diagonal, the {-subsystem of Sy is easily solved. The subsystem of S; for the first level
red nodes © and & is more difficult to solve. This so-called Schur-complement (see [7])
corresponds with a 9-point stencil

wwy 0 ce; 0 ee (11.2)

on the first level red nodes.
In order to simplify this stencil on the O-nodes, the four most outer elements are lumped
towards the main diagonal: ¢c; = ceq +ee; +nnqy +wwy + ss1. This is equivalent with stating

= -1
(Do)is = Ej: (Do~ Sv0D; SOQ)Z-J- (11.3)
a diagonal matrix.

For the second level #-nodes, the 9-point stencil (11.2) will stay the same. One can also
choose to perform the same lumping procedure on the #-nodes too, i.e., use l~?‘ similar to
Equation (11.3). Both methods will result in a 9-point stencil (11.5) after the next elimination
and therefore give the same structure. However, in [14] it is shown that for the Poisson
equation, the first method, so lumping only the “-nodes, has a smaller spectral condition
number. Therefore, we will look at the first method only.

With the lumping procedure (11.3), the values 9o can explicitly be given by 4. Gaussian
elimination of the ©O-nodes then gives §1 = LQSQL;F as

I 0 0 Dy ~0 0 I, 0 N 0
0 Io N 0 0 Do O 0 Io —DQ;lS@QDngQ‘ ,
0 —5Q0D51500D51 Ia 0 0 Sa 0 0 Ia
with
Sa = Da— S‘QD<_>15<>‘ — S.QDglso@DQ;lS%DngQ.. (11.4)

This matrix is given by a 9-point stencil

nwys 0 nno 0 nes
0O 0 0 0 O

wwy 0 ccg 0 een (11.5)
0O 0 0 0 O

swyg 0 ss9 0 seq
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on the second level #d-nodes.

As before, the 9-point stencil is simplified to a 5-point stencil by lumping the most outer
elements towards the main diagonal, i.e., cco = ccq + nes + nws + swsy + ses. The resulting
matrix 5‘ on the coarse grid is pentadiagonal and has the same properties as the original
matrix S, i.e., §Q is a symmetric positive definite M-matrix [6].

The procedure explained in this section is only one RRB iteration. It consists of an elim-
ination S = LlSlL{, lumping S7 = S1 + R; and again an elimination S| = LgSng and
lumping So = So + Re. Combined, we have

S = L1LySoLY LT + L LyRo LY LT + Ly R LT

LDLT + R, (11.6)
with the lower triangular matrix
I 0 0
L:= | SooDy! Io 0 (11.7)

S‘QDgl —S‘QDglswf)gl Ia

and the block diagonal matrix

Dy 0O 0
D := 0 Do 0 . (11.8)
0 0 Sa
The matrix R := LngRngL{ + LlRlLf contains the lumped elements. The first lumping
0 0 O
procedure (11.3) yields the matrix Ry = | 0 Ry 0 |, with Ry = Do — S@QDngQ@ — Do.
0 0 O

Because of the ones on the diagonal of L, we have L1 R LT = R;. Similar, we have Ry =
00 O
0 0 0 |, with Ry = :9\‘ — :SYVQ and LRyLT = Ry. The matrix R = Ry + Ry is then

0 0 Ra
given by
0 0 0
R=10 Ro 0 |. (11.9)
0 0 Ra

The lower triangularity of L is due to the RRB ordering of the grid points. When using a
lexicographical numbering, it will not have a triangular structure anymore. The same holds
for the structures of D and R.
Because the coarse grid matrix 5‘ has the same properties as S, but with a four times
smaller size, one can choose to apply the same procedure again. After £ — 1 RRB iterations,
we have S = LDL" + R, with D = [ Dk

0 Sk
matrix and ), a pentadiagonal matrix on level k. For a square domain with n? nodes, S has
dimension (n/2¥~1)2, which can be much smaller than n2. This decomposition is called the
RRB-£ method.
In [6] it has been proven that for a weakly diagonally dominant M-matrix, like S, the RRB-k
method is well defined and the matrix LDL” is also a weakly diagonally dominant M-matrix.
Moreover, LDL" is symmetric positive definite, for an spd S.

] , a diagonal block matrix, with D;. a diagonal
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11.2 The RRB method as a preconditioner

The RRB-k method makes a decomposition S = LDLT + R, with L a lower triangular
matrix and D a block diagonal matrix. The matrix R contains the adjustments made during
the lumping procedure. Similar to the scalar Cholesky decompositions in Section 10, the
matrix LDL" is a block incomplete Cholesky decomposition of S.

Because LDLT ~ S and LDL") = b is relatively easy to solve, the matrix

M = LDL" (11.10)

from the RRB-k procedure can be used as a preconditioner.

During the PCG-method, z = M~ has to be solved. This is done in three steps: a =
L7 'r, b = D7'a and z = L~ Tb. Because L lower triangular, calculating a is done with
forward substitution and z with backward substitution. The block diagonal matrix D is
scalar diagonal on all nodes except the nodes at the maximum level. The vector b is therefore
straightforwardly calculated on most nodes. At the maximum level, a system Sibr = ax has
to be solved. When the maximum level k is chosen such that it consists of only one node, it
is easy to solve the coarse grid system, because it has dimension one. For smaller numbers
of k, the system is given by a pentadiagonal symmetric matrix (similar to matrix (11.4)). A
complete Cholesky decomposition is then used to solve the coarse grid system.

Convergence The purpose of applying a preconditioner is to improve the convergence of
the CG-method. From Equation (8.14), we know that the convergence depends on the spec-
tral condition number. For unpreconditioned CG, the spectral condition number depends
quadratically on the characteristic mesh size h (see Equation (8.15)). In [6] the spectral con-
dition number of the RRB-k preconditioner is analyzed for a Poisson equation with Dirichlet
boundary conditions. Depending on the choice of k, the spectral condition number is be-
tween O(h™1) and O(1). In Section 11.5 we will elaborate more on the convergence properties
of RRB-k.

Choosing the parameter k£ During the RRB procedure, the linear system reduces to a
similar one on a two times coarser grid. Solving this coarse grid equation can be done by
applying another RRB iteration, or by using a complete Cholesky decomposition. The level
on which a complete Cholesky decomposition is made is denoted by level k. In general, the
Cholesky decomposition is accurate, but slow and the RRB iteration less accurate but easy
to compute. In order to choose the optimal maximum level k, the number of flops is counted
in Appendix 1.

For a square grid with n? nodes, level k consists of ni nodes, with ng = n(%)k_l. The RRB
part requires 177712 — 17ni flops and solving the Cholesky decomposition 4n2 + Qni flops. The
statement of an expensive Cholesky decomposition is supported by the cubic number of flops,
while RRB uses a quadratic number of flops. However, the constants are different, and setting
the derivative of the total number of flops with respect to n; to zero yields 12ni —30n, =0,
with solutions ny, = 0 and nj = g The zero solution is a local maximum and n; = % a global
minimum for positive ng. Because n; should be an integer, ny = 2 is the optimal choice
when minimizing the total number of flops. Taking k such that n; = 2 will give a complete
Cholesky decomposition with a half bandwith of two.

Summarizing, considering the number of flops, choosing k such that n, = 2 is optimal when

the number of CG-iterations is constant.
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11.3 Sparsity pattern of the RRB preconditioner

The RRB-k preconditioner, given by Equation (11.10), is a block incomplete Cholesky decom-
position using a red-black numbering of nodes, repeated on several levels. For a lexicographical
ordering, the matrices have a banded structure, like in Figure 4. But due to the RRB-k num-

bering, the sparsity pattern will be different. The sparsity pattern of the matrix L + D + L7
on a grid with 10 x 10 nodes is shown in Figure 9.

maximum level: 2

maximum level: 3

" . :::: ‘Q. ."
", N
-,
..'o .., :::0.... .o" 3; %
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CeTe e 0 ltwle, * .."o. fony, .'.'o:. % J

Figure 9: Sparsity pattern of L + D + LT with a maximum level of 2 (left) and 3 (right).

The maximum level is numbered at the end and therefore occurs in the lower right block of D.
The whole band of this submatrix is filled in because of the complete Cholesky decomposition.
When the maximum level is taken smaller, the Cholesky decomposition is also smaller and
less fill-in elements occur. This is seen by the number of nonzero elements, which is 830
for k =2 and 774 for k = 3.

The original matrix S has only coupling between the first level black and red nodes. In the
left picture of Figure 10, one can see this by the diagonal lower right block. The sparsity
pattern of S is similar to the structure in Equation (11.1).

When looking at the sparsity patter of the preconditioner M = LDL” in Figure 10, we see a

similar structure as for L4 D+ L. But now extra fill-in elements occur in the block diagonal
matrix D.
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Figure 10: Sparsity pattern of original matrix S (left) and preconditioner LDL” (right).

11.4 Lumping procedure during RRB

In the RRB preconditioner, at several levels 9-point stencils are reduced to 5-point stencils

with a lumping procedure. As given in Equation (11.3), this is done by adding the four most
outer elements to the center element. This is similar to the modified incomplete Cholesky
decomposition from Equation (10.5). One can also use the idea of a relaxation parameter w,
resulting in the lumped 5-point stencil

0 nn 0
ww cc+ w(ne+ nw+ sw + se)  ee
0

, (11.11)
Ss 0

and similar for other stencils. For w = 1 it reduces to the stencil as considered before. Taking
w = 0 is similar to an incomplete Cholesky decomposition.

Another option is to lump the most outer elements to the other outer elements, i.e.,
0

nn + i (ne + nw) 0
ww + 3 (nw + sw) ce ee + 1(se+ne) |. (11.12)
0 s+ 3(sw + se) 0

In [30] another lumping strategy is proposed, for use of a slightly different RRB method
applied to a convection-diffusion equation. The lumped stencil reads

0

nn + ne + nw 0
ww +nw + sw  cc— (ne + nw + sw + se)

ee+ se+ne | . (11.13)
0 55+ sw + se 0

These three lumping procedures are applied to the RRB preconditioner in the wave model. In

Table 3 some results are shown for two test problems (see Chapter 13). Because the structure
of the preconditioner does not change with the lumping procedure, only its values change, the

computation time for solving a linear system is proportional to the number of CG-iterations.
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lw=1 w=05 w=0 Eq. (11.12) Eq. (11.13)
Open sea of 200 x 200 nodes | 7.755  11.584 13.511 10.731 22.031
Port of 120 x 240 nodes | 6.975 10.824 12.754 11.550 25.408

Table 3: Average number of CG-iterations over 1000 time iterations, with RRB-k,.x precon-
ditioner and several lumping procedures.

With the results in Table 3, observe that taking w = 1 in stencil (11.11) gives the lowest
number of CG-iterations of the different lumping procedures. Therefore the lumping strategy
according to the modified incomplete Cholesky decomposition will be used.

11.5 Spectral condition number of the RRB-£ preconditioner

Because preconditioners M are approximations of the original matrix S, the spectral condition
number of the preconditioned matrix M~ is smaller than the one of S. This gives a sharper
upperbound (8.14) of the error during the CG-method and therefore a better convergence.
In [6] and [14], the RRB-k preconditioner is investigated for the two-dimensional Poisson
equation, i.e., Au = f, which is similar to the elliptic model equation (5.1c). The Poisson
equation is discretized on a square domain with n nodes in both z- and y-direction and h
denoting the characteristic mesh width. In both references, the levels are numbered different
than is done in this section: k = 2(k —1).

In [6], Brand has shown that the spectral condition number satisfy.

(Ama"> < 9k, (11.14)
RRB-k

/\min

Let’s consider the extreme choices l;:min = 0 and /?:max = 2logy(n). The minimal choice /?:min
yields a spectral condition number of one. This is expected, because the complete Cholesky
decomposition is performed on the whole grid and thus M = S, an exact preconditioner.
For I;:max, the RRB iteration is performed until a maximum level of one node. The upper-
bound (11.14) gives 2¥max/2 = n_ 50 a spectral condition number of O(h~'). For intermediate
choices of k, the condition number will be in between O(1) and O(h~1).

We will look at two special choices of k. In [6], Brand takes kp = log,(n) as maximum level,
which will then have n nodes. This choice is substituted in the upper bound (11.14) and gives
a spectral condition number of (’)(h_%). With a different reasoning, in [14], Ciarlet determines
the maximum level with ko = §10g2 (n) + %, and proves that the spectral condition number
is (’)(h_%).

The difference between these results is in the choice of maximum level. For n > 16, we have
/~<;C < l;:B. So, for most grids, the maximum level with /~<;C has more nodes than with /~<;B.
This gives a larger effect of the complete Cholesky decomposition and thus a more accurate
preconditioner.

Observe that the choice of k according to minimal number of flops from Section 11.2 is given
by lz:ﬂops — kmax — 4, which gives a spectral condition number of O(h™h).
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In order to verify these results of the spectral condition number, one can look at the number
of CG-iterations. According to the1 theory in Section 8.3, the spectral condition number

of O(h™!) for RRB-kyay yields O(h~2) CG-iterations. The number of CG-iterations, averaged
over 1000 time steps, at an open sea (see Section 13.1) is presented in Table 4.

Grid ‘ kmax kﬂops kB kC’
100 x 100 | 6.732  6.732  6.732  6.732
200 x 200 | 7.755  7.755  7.755  T.755
400 x 400 | 8.994 8994 8980  8.980
800 x 800 | 11.503 11.503 11.503 11.494

Table 4: Mean number of CG-iterations with RRB-k preconditioner at open sea.

As is done in Section 10.5, Richardson’s extrapolation can give an estimate of the order of
the number of CG-iterations needed. For kpax and kgops, we expect O(h_%) CG-iterations.
However, Richardson’s extrapolation applied to the three coarsest grids give an order of —0.28,
and to the finest grids —1.02. For the other choices kp and k¢ similar results are obtained.
Because these results differ considerably between the grids, we can conclude that the mesh
width is too large for this analysis. The Richardson extrapolation is not converged yet and
will therefore give an inaccurate estimate.

The result of O(h_%) CG-iterations for kpyax implies that for small A, the number of CG-
iterations has to increase with a factor v/2 in case of a two times coarser grid. The results
in Table 4 show that the number of CG-iterations increase with less than a factor v/2, which
gives even a better convergence.

Note that the CG-method is performed on the first Schur-complement instead of the ma-
trix M 18 for the whole domain. This is because the first level black points are eliminated
exactly.
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12 Deflation

Three different preconditioners for the CG-method have been discussed in previous sections.
The deflation method can be used on top of these preconditioners. Its basic idea is to map
some predefined vectors into the null-space. When the deflation vectors are chosen correctly,
the spectral condition number will decrease, which can improve the performance of these
PCG-methods. In this section the deflation method and its properties will be explained; for
a more detailed description, the reader is referred to [27, 36, 37, 38].

12.1 Derivation of the deflation method

The error during the PCG-iteration is bounded by Equation (8.14). Improving this upper
bound is mainly achieved by decreasing the spectral condition number Ayax/Amin, the ratio
of the maximal and minimal eigenvalue. When applying the CG-method to a singular and
positive semi-definite system, there are zero eigenvalues, so Apin = 0 and the condition number
is undetermined. As will be explained in Section 12.3, the spectral condition number will then
be given by Amax/ /N\min, with /N\min the smallest nonzero eigenvalue.

The deflation method exploits this property by defining a matrix ), such that Q.5 has some
zero eigenvalues and the other eigenvalues approximately equal to the eigenvalues of S. The
spectral condition number of .S is than given by Afﬁix/ /N\gil, which is likely to be smaller
than A9, /AY. | thus giving a better convergence of the CG-method.

This projection matrix @ is defined by
Q = I-82(2"Sz)"' 2" (12.1)

and is called the deflation matriz [36]. The deflation subspace matriz Z has to be specified
by the user. The columns of Z are the deflation vectors and span the null-space of Q.S. For
n grid points, Q € R™*™ and Z € R™ ¥, with k the number of deflation vectors, usually much
smaller than n.

12.2 Properties of the deflation matrix

The deflation matrix @ is defined in Equation (12.1) and the discretization matrix S in
Equation (8.1). In this section, the following properties will be explained (for similar theorems
and proofs, see [36]):

(a) Q is a projection: Q? = Q;

(b) QS is symmetric: (QS)T = QS;

(c) QS is positive semi-definite: (x,QSz) >0 V z € R™;

(d) Z is the null-space of QS: QSz = 0 iff x € span{z1,29,...,2;}.

65



Proof (a) The matrix @ is called a projection if it satisfies Q> = Q. We have

)

Q* = (I-52(Z"sz
-1

)"
— 1-252(2782)" 2T+ 52 (2782)" 27S2 (27s2) " ZT
— 1-252(2752)" ZT N AVART AR Al
— 1-52(72"s2)" 7"

= @,

so ( a projection. In general, it will not be an orthogonal projection, because @ is nonsym-
metric?2.

Proof (b) The symmetry of QS follows from
@9 = s5Q"
= S(1-2(27s2)"' 2"3)
— §-52(27s2)"' 275
~ (1-52(27s2)"' 2") s
= QS,
where the symmetry of S is used.

Proof (c) First observe that with the properties Q@ = Q% and QS = SQ”, we can write
QS = Q*S =QSQ".
Then we have, for the Euclidean inner product,
(z,QSz) = (z,Q8QTz) = (Q"x,5Q ) = (y, Sy),

with y = QT x. For all vectors y # 0, the positive definiteness of S yields (y, Sy) > 0, and for
y = 0, we have (y, Sy) = 0. Because of the identity?® Q7 Z = 0, the null-space of Q7 contains
the columns z; of Z. For x = z;, we get y = 0 and therefore (x,QSx) = 0. Because there is
at least one nontrivial z;, the null-space of Q7 is also nontrivial and we get

(x,QSx) >0

for all x € R™ " and (z,QSx) = 0 for at least one nontrivial vector. Concluding, the
matrix QS is positive semi-definite.

Proof (d) The null space of QS contains span{zi, ...,z }, because

QSZ =57 —S7(7752) " 7782 = SZ - SZ = 0.

22 A projection matrix Q is an orthogonal projection if Q is self-adjoint. For the Euclidean inner product
space, this reduces to symmetry: QT = Q. With B := Z (ZTSZ)f1 ZT wehave Q = I—SB and QT = I—-BS,
which are in general not the same.

21t holds that QTZ = (I — Z2(Z2782) ' ZT8z2 = 7 — 2(zTSZ) ' zTSZ =7 — Z = 0.
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Now we need to show that this is the whole null-space of @QS. In order to do this correctly,
assume that the deflation vectors z; are linearly independent, so rank(Z) = k. Since QSZ =0
and S nonsingular, we have dim(N(Q)) > k, with A denoting the null-space:

N(@Q) ={y e R"|Qy = 0}.
In order to investigate the range of @), denoted by
R(Q)={y € R" |y = Qx for a x € R"},

take an arbitrary vector y perpendicular to Z, i.e, (z;,y)o = 0 for 1 < i < k. Then ZTy =
T
1Y (21,9)2
: = : =0, yielding Qy =y —SZ(Z7S2) ' ZTy = y—SZ(ZTSZ)~'0 = y.
2y (21, 9)2
Since dim{z;,...,zr} = k, the orthocomplement satisfies dim{y € R"|(z;,y)2 = 0 for i =
1,...,k} = n— k. Together with Qy = y we have dim(R(Q)) > n — k. Because the
dimension of the null-space and range have to sum up to n, we get dim(N(Q)) = k, and
N(Q) = span{Sz1,...,Sz;}. The zero null-space of S finally yields

N(QS) = span{z1, 29, ..., 2k},
the null-space of @.S.

12.3 The conjugate gradient method applied to singular systems

During the derivation of the CG-method in Section 8.3, it was stated that the matrix which
the CG-method is applied for should be symmetric positive definite and thus nonsingular. As
will be shown in Section 12.4, in the deflation method the CG-method will be applied to a
singular system. In this section we will explain that this is allowed (see also [40, 15]).

A linear system Ax = b is considered for which A € R™*™ is singular and symmetric positive
semi-definite, so A has only nonnegative eigenvalues. Since A singular, the null-space of A is
nontrivial, i.e., the null-space contains at least one nonzero vector. Also observe that there
is a solution of Ax = b iff b € R(A), the range of A, which will be assumed in the following
analysis.

Because A symmetric and real-valued, thus self-adjoint in the Euclidean space, it has only
real eigenvalues and no generalized eigenvectors; moreover, it has a complete set of orthogo-
nal eigenvectors [23]. Any vector can therefore be written as a linear combination of eigen-
vectors u; with \; its corresponding eigenvalue. For the initial residual rg = b — Az, we
write ro = Y .4 a;u;, with a; some constants. The assumption b € R(A) implies ry € R(A).
Since R(A) NN (A) = 0, we have rg ¢ N(A) and thus «; = 0 for all i with \; = 0.

The eigenvalues A; for which «; # 0 are called the active ones; in view of the Krylov sub-
space (8.7) the other eigenvalues and eigenvectors do not participate in the CG process [40].
In particular, the zero eigenvalues of A are not active and therefore do not influence the
CG-method.

From Equation (8.14), it can be concluded that the convergence of CG depends mainly on
the spectral condition number Ayax/Amin. The results in this section imply that this can be
changed to the ratio of the maximal and minimal active eigenvalue. In general, this will be
the ratio between the maximal and minimal nonzero eigenvalue.
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12.4 Deflated conjugate gradient method

The deflation method uses a projection () which maps some predefined vectors z; into the
null-space of @QS. The zero eigenvalues of the singular Q.5 will probably yield a more favorable
spectrum of S than S. Therefore, CG-method is not applied to the original system Sy =
b (8.1), but to the deflated system

QSY = Qb. (12.2)

Because of the singularity, the solution 1/; is not unique and is therefore not necessarily the
solution of the original system. However, one can show that the vector Q") is uniquely and
well defined, and satisfies Q7+ = Q79 [36]. Therefore, let’s split ¢ as

¥ =(I-Q )+ Q" . (12.3)
The first part on the right hand side of this equation can be rewritten as
(I-QNy = (I _ (I — 7 (Z7sz)7 ZTS>> "
— 7(2752) 27 Sy
— 7(2752)"' 2", (12.4)

This expression depends only on the known right hand side b, not anymore on % and can
therefore be computed without the use of a linear solver.

Summarizing, the deflated system (12.2) is solved for 1 with the CG-method. The solution v
of the original system is then calculated with

v o= Z2(Z27S2) " Z2Tb+ QT
b+2(2752)7 27 (b- 89). (12.5)

Calculating the solution 1 of Equation (12.2) with CG will consume most computation time.
The deflation subspace matrix Z, which determines (), should therefore be chosen such that
the deflated CG-method converges faster than the undeflated version, i.e., the spectrum of QS
has to be more favorable than the spectrum of S.

12.4.1 Deflated preconditioned conjugate gradient method

The deflated system (12.2) is solved with the conjugate gradient method. Applying a precon-
ditioner can improve the convergence of CG. So, the linear system of equations

M'QSy = M~'Qb (12.6)

is solved with CG for a preconditioner M = PPT, which is still based on S. Another
possibility is to apply the CG-method to the system

QSv = Qb, (12.7)

with the preconditioned variables
O=pP'QP, S=pP 'SP T, =Pl and bh=P .
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xo = Yo Initial solution

rog = b — Sxg Initial residual
ro = Qro Deflated residual
1=0 Number of iterations
while ||r;|| > €
si=M _17"2- Preconditioned residual
i=1+1
ifi=1
P = Si_1 Search vector
else
_ (ri—1,8i-1)
By = ————+
<7‘i—2, 3i—2>
Di = Si—1 + Bipi—1 Update search vector
end
q; = QSp; Map search vector
o (ri—1,8i-1)
‘ (pi» @)
T; = Ti—1 + Qpi1 Update iterate
TP =Ti—1 — 0Qi—1 Update residual
end
T =ux; Solution of DPCG

v=x+27Z (ZTSZ)_1 ZT (b— Sz) Solution
Table 5: Algorithm of the deflated preconditioned conjugate gradient method.

Both versions of the deflated PCG-method are equivalent [36]. The algorithm of the deflated
preconditioned conjugate gradient method is given in Table 5.

Note that the preconditioner M occurs in a different equation than ) and S. It can therefore
be implemented separately, thus making it easy to combine different kinds of preconditioners
with deflation.

12.5 Choice of deflation vectors

The goal of the deflation method is to increase the convergence of CG. Similar to precondition-
ing, deflation changes the spectrum of the matrix applied to the CG-method. More precisely,
the spectrum will contain some zero eigenvalues. In Section 12.3 it has been explained that
the zero eigenvalues are not active and will not influence the convergence of CG. The spec-
trum of Q.S will therefore have less active eigenvalues and the spectral condition number is
likely to be smaller than the one of S. In [36] it has been shown that the deflated spectral
condition number is always smaller than the undeflated one, also in case of preconditioned
matrices.

The deflation matrix () depends on the matrix Z, which columns are the deflation vectors z;.
These deflation vectors have to be chosen such that the spectral condition number will decrease
as much as possible.

Because the spectral condition number explicitly depends on the smallest nonzero eigenvalue,
it is a good idea to deflate the smallest eigenvalues. This is achieved by defining the k
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deflation vectors z; as the eigenvectors corresponding to the smallest eigenvalues, and is
called eigenvector deflation. Although this is theoretically an excellent choice, in practice the
eigenvectors are not known in advance and are hard to calculate.

An method to choose the deflation vectors easier is subdomain deflation. The domain ) is
subdivided in k subdomains €;, which are disjoint and cover the whole domain, i.e., ;NQ; = 0
for all ¢ # j and UleQ,- = (). The subdomain deflation vectors z; are defined as

L 1, YIS Q; ;
(z); = { 0 o ecarn, (12.8)

with x; grid points [38]. The subdomains €2; are chosen rectangular, as in figure 11.
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Figure 11: Domain divided in four rectangular subdomains.

12.6 Spectrum of the deflated matrices

In order to verify some properties of the deflation matrix, we will look at the matrix S from the
test problem of an open sea (see Section 13.1). The deflation matrix @ is given by subdomain
deflation, with k rectangular subdomains. Two different bathymetries are used, one with a
constant depth of 30 m and one with a trench in it. In Figure 12 the spectra, calculated with
Matlab, are shown.

spectrum at open sea of 30m depth with 107 nodes and 5% subdomains spectrum at open sea with trench with 322 nodes and 167 subdomains
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Figure 12: Spectrum of the original matrix S and deflated matrix Q5.
Both spectra clearly show that QS has k zero eigenvalues, with k the number of deflation

vectors. Because of rounding errors, they are not exactly equal to zero, as can be see in
Figure 12.
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For exact eigenvalue deflation, the nonzero eigenvalues of Q.S will be the same as the largest
eigenvalues of S. As can be seen in Figure 12, this is only approximately true for subdomain
deflation. So, the largest deflated eigenvalues are almost the same as the undeflated ones, but
the the smallest nonzero eigenvalues of the deflated matrix differ from the smallest eigenvalues
of the undeflated matrix. By applying deflation, the spectral condition number is decreased.
For the first test problem considered, the spectral condition number reduces from 1.2537
to 1.1742 and for the second from 635 153 to 13 639. Because of the smaller spectral condition
number, the deflation method is likely to converge faster. More results of the deflation method
will be presented in Section 14.5.

12.7 Implementation aspects of the deflation method

In every iteration of the deflated CG-method, as given in Table 5, the matrix-vector multipli-
cation y = Qz has to be calculated, with @ the deflation matrix defined in Equation (12.1).
This multiplication is divided in several steps:

-a=7"x;
-b=(2Z7S7)a;
- ¢ = Zb;

- d= Sc;
-y=x-—d.

To calculate a, one should observe that Z7x can be written in terms of inner products:
a; = (z;,x)9 for 1 < i < k. With the choice of subdomain deflation as in Equation (12.8), a;
is given by the sum of the elements of x inside subdomain i, i.e., a; =) e, Tj-

In a similar way ¢ can be calculated. The vector b € R¥ contains values b; for each sub-
domain ¢. This value is distributed to all grid points inside the corresponding subdomain,
i.e., Tj = b; Vj € Q;.

On the coarse grid, one has to solve Z7SZb = a, which is a system of k linear equations.
Note that Z7SZ is symmetric and has a banded structure, with v/k half the bandwith. Since
in general k < n, a complete Cholesky decomposition of Z7'SZ is calculated for solving b
efficiently and accurately.

The matrix-vector multiplication Sc is already implemented for use in the CG-iteration and
can therefore readily be calculated.

Often, the matrix SZ € R™*¥ is calculated explicitly in order to calculate d = SZb in one
step. However, for the considered model, this does not lead to a larger efficiency.

For node j in the interior of subdomain %, the corresponding row of SZ is given by zeros,
except element (S7);;, which is given by the rowsum of S. For some matrices (for example
the discretized Poisson equation), this is again zero, thus further simplifying SZ [36]. This
simplification is not the case for the matrix S in Equation (8.1), because it is strictly diagonally
dominant. For nodes j on the boundary of subdomain 4, row 7 of SZ will have several nonzero
elements. So calculating d = SZb in one step is not that easy.

On the other hand, calculating Zb is easily done for linear subdomain deflation. Because S
is pentadiagonal, the matrix-vector multiplication Sc is calculated with only 9n flops. Con-
cluding, for this case of a sparse matrix S and subdomain deflation matrix Z with only zeros
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and ones, calculating d = SZb in one step and calculating ¢ = Zb and d = Sc separately
are done with a comparable amount of computation time.

In order to check this, both choices are implemented. Implementing SZb is done in two
different ways: one which uses stencils and one which labels the nodes. Two test problems
are considered: an open sea with 200 x 200 nodes and a port of 120 x 240 nodes with incoming
waves. At the first problem the deflated diagonally scaled CG-method is used with 40 x 40
subdomains. The deflated MICCG-method with 10 x 10 subdomains is applied to the second
test problem.

‘ S and Z separately SZ in one step
Port with DDgsCG 40 x 40 98.7679 115.9915 109.8509
Open Sea with DMICCG 10 x 10 78.1952 89.8005 83.013

Table 6: CPU-time of linear solves of 1000 time iterations.

The CPU-time used for the wave model with the different implementations of SZb is given
in Table 6. It shows that the computational time does not differ a lot. In both cases, the best
choice is implementing Sc and Zb separately.
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13 Test problems

Various models exist to test the implementation of the wave model. The choices of for example
the bottom topography, incoming waves on the open boundaries, moving ships and mesh size
determine the test problem.

These test problems can be used for investigating the performance of the linear solver. We
can easily change the complexity of the test problems by increasing the number of grid points
for each domain.

13.1 Open sea

An easy domain for a test problem is a rectangular domain with constant depth. This is a
model for a part of a sea. The boundaries are all open, on which incoming waves can be
defined.

Figure 13: Two ships with intersection courses.

In Figure 13 an example is shown. Two ships with different headings have been modelled
by a predefined pressure term. No incoming waves and currents are specified. The size of
the domain shown in the figure is a square kilometer, with mesh size of 5 x 5m and a depth
of 30 m, so a computational domain of 200 x 200 nodes.
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13.2 Port

A lot of wave phenomena, like shoaling, occur due to changes in water depth. In order to check
the performance of the Boussinesq model with varying water depths, an artificial port has
been developed. Present are a beach, a harbour and a shallow part. The depth in the largest
part of the domain is 30 m. The beach has a length of 200 m. The harbor has constant depth
and is divided from the sea by a pier of 10m width. The shallow part raises the bottom to 2m
depth, with a radius of 125m. The domain has a size of 600 x 1200 m with finite volumes of
D5 X dm.

Figure 14: Bathymetry of the port.
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13.2.1 Wave patterns due to varying water depth

When applying the variational Boussinesq model to a varying bathymetry, some wave phe-
nomena can be observed. In the next results, four phenoma can be seen: shoaling, refraction,
reflection and diffraction. See [13] for more information about wave phenomena.

In Figure 15 a harmonic wave is entering the domain at the north and west boundaries. At
the shallow part of the sea, the water depth decreases. Then, the wave height will increase,
as is seen in the figure. This change in wave height is called shoaling. Near the beach, the
waves are moving with an angle to the shore. Due to the difference in water depth over a
wave crest, the waves are changing direction towards the shore, called refraction.

Figure 15: Shoaling and refraction.

When waves will move onto walls, it will reflect back into the sea. The reflection of the waves
at the pier can be seen in Figure 16. The waves from the southwest corner move past the pier.
Right after the pier, there is a sharp difference in wave amplitude. This causes diffraction of
the waves towards the harbour.

Figure 16: Reflection and refraction.

75



13.3 1Jssel

A more realistic problem is given by a model based on the river IJssel. The river has a depth
of around 4 m. The width of the river is around 60 m and we consider a length of 800m. On
this 200 x 800 m sized domain, a uniform 2 x 2m grid has been specified.

Figure 17: A ship sailing through the river IJssel.
In Figure 17, the considered part of the IJssel is shown. It consist of a bending river with a

smooth curving boundary at the left bank. The right bank is more irregular, with breakwaters.
In the figure, it can be seen that the boundaries reflect the waves produced by the ship.
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14 Results

In the first part of this thesis, a study about the variational Boussinesq model for waves
has been presented. One of the discretized model equations results in a linear system of
equations, solved with an iterative method. A main part of the research is the development
of a linear solver with improved performance. To make it more clear what is meant with
improved performance, some assessment criteria will be discussed in Section 14.1.

As explained in previous chapters, the conjugate gradient method is used for solving the
linear system. Several preconditioners are applied to improve the convergence, namely diag-
onal scaling, relaxed incomplete Cholesky and repeated red-black. The deflation method is
combined with the preconditioners.

Several test problems have been used to obtain some results, from which some properties
of the method can be derived. In the results as given in this section, a characteristic test
problem is used; other test problems give similar results.

14.1 Criteria for the performance assessment

In order to compare the linear solvers with each other and to assess their performance, some
assessment criteria will be explained in this section.

Efficiency One of the most important properties of a solver is its efficiency. The efficiency is
twofold: computing time and storage. The computing time is measured in terms of CPU-time,
so the time it takes to solve the linear system on a standard computer.

Several variables have to be stored for the methods. A lot of them scale with the number of
grid points, which can become quite large. To save memory, as less variables as possible have
to be stored.

Real-time The goal of the variational Boussinesq model is the use in a real-time ship
simulator. This requires a large efficiency. Moreover, the time to solve the system is fixed to
a few hundreds of a second and will in practice never be constant. During the calculation of
the wave model, other processes run simultaneously, which may cause delays in the calculation
process.

Convergence with mesh-refinement It is likely that in the future the computational
domains will be larger. More unknowns are used in the model, resulting in a larger system
of equations. Because the efficiency requirements still have to be satisfied, the solver should
not scale disproportional with the number of nodes. For the same tolerance, the CG-method
needs O(h~!) iterations. Preconditioners and other methods can reduce this, to O(co) in
the ideal case, which is called grid-independent convergence. Increasing the number of nodes
then will not lead to slower convergence.

Parallelization To reduce the wall-clock time of the methods, one can choose to parallelize
the solver over several computing units. The parallelization of linear solvers is not always
straightforward and the possibilities for parallelization depends on the method used. The
actual parallelization over a shared memory computer is beyond the scope of this project.
But we will look at some results of parallel methods on one CPU.
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Robustness The wave model have to be applicable to a wide range of bathymetries, in-
cluding beaches, harbours, rivers and trenches. The linear solver have to be robust enough
to solve the different linear systems for these bathymetries.

14.2 Overall behaviour of the CG-method

The conjugate gradient method is an iterative solver for a linear system of equations. So, an
initial estimate of the solution is updated in several steps until the estimate is well enough.
This is achieved by iterating the method until a norm of the residual is smaller than a
predefined value, called the termination criterium.

In the CG-method, every iteration the value p; = (r;, z;)2 is calculated, with r; denoting the
residual at iteration i and z; = M ~1'r;. Observe that (r;,z;)s = (ry,ri)y-1 = ||n~||?\/[,1 =
||74113, with 7 = P~1r; denoting the preconditioned residual and ||- ||z denoting the Euclidean
norm. The value p; is an estimate of the error at iteration ¢, and is readily available. The
termination criterium is therefore based on p; = ||r;||p/—1. As will be discussed in Section 14.9,
an absolute termination criterium is used:

Irilla—1 < €
with € = 2- 107 taken in all results which will be presented.

To analyze the behaviour of p; for different CG-iterations 4, it is shown in Figure 18. The
test problem used is an open sea with 200 x 200 nodes and the MICCG-method.

Euclidean norm of residual at time iteration 500
10 T T

T T
—*— preconditioned residual
1 —+— unpreconditioned residual|{
10" ¢ termination value H

107 ! ! ! ! !
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CG-iteration

Figure 18: Euclidean norm of preconditioned and unpreconditioned residual in the MICCG-
method, at open sea of 200 x 200 nodes.

The residual is decreasing monotonically with each CG-iteration, until the termination value
is reached, as is seen in Figure 18. The unpreconditioned residual is shifted one order of
magnitude, but has almost the same structure as the preconditioned residual.
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The linear solver is a part of the wave model and will be used in every timestep. To analyze
how the performance of the linear solver changes with simulation time, a simulation of the
variational Boussinesq model with 1000 timesteps of 0.05s is performed on the same test
problem as before. The number of CG-iterations used for each timestep as well as the CPU-
time used for solving Equation (8.1) with MICCG is shown in Figure 19.
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Figure 19: Results at open sea of 200 x 200 nodes and MIC preconditioner.

The number of CG-iterations needed for a separate time step is increasing in time. At the
start of the simulation only 6 CG-iterations are needed, while at the end it is 12. This is
because a zero initial state is taken, hence an almost undisturbed water surfuce. At the first
few time steps, the two ships sailing into the domain cause a wave pattern which is limited to
a small part of the domain. Later on, the waves are propagated into the whole domain. The
water height becomes more irregular and the linear system will be harder to solve, resulting
in more CG-iterations. After 400 timesteps the wave pattern is developed and the number of
CG-iterations per timestep remains constant.

Two timers have been implemented in the code of the wave model. One gives the CPU-time
used for calculating the preconditioner, the other gives the time for solving the linear system
with the CG-method. The CPU-time needed for solving the linear system clearly depends on
the number of CG iterations and is, on average, 0.0388 s per time step. Note that in order to
calculate real-time, the CPU-time should be less than the timestep of 0.05 s, which is the case
for this test problem. Calculating the preconditioner is relatively cheap, it takes only 4.4 ms.

14.3 Varying the maximum level in RRB

The repeated red-black preconditioner uses recursively a red-black ordering of nodes until a
maximum level has been reached. On this coarse grid a complete Cholesky decomposition
is performed. The maximum level is denoted by k and should be at least 2, because k = 1
results in a complete Cholesky decomposition on the whole domain. The maximal value kpyax
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is such that the maximum level contains only one node. All integer values between those two
are allowed. In this section we will look at the influence of this parameter on the performance
of RRB-k.

In Section 11.5 some theoretical results about the influence of the parameter k in the RRB-
preconditioner have been derived. For k.« the spectral condition number is O(h_l), while
smaller values of k yield a lower order of the spectral condition number. Therefore, we expect
that decreasing k will also give a decrease in the number of CG-iterations. In order to examine
this, the RRB-k method is applied to the IJssel problem, given in Section 13.3, for different
values of k. In Table 7 the results are shown.
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Solver n g zZ 0 O =
RRB-10 1x1 6.205  53.46
RRB-9 1x2 6.205 45.41
RRB-8 1 x4 6.205  42.66

RRB-7 2x7 6.205  40.59
RRB-6 | 4x13 6.205 40.33
RRB-5 | 7x26 6.206 39.64
RRB-4 | 13 x51 6.205 40.96
RRB-3 | 26 x 101 6.186  48.64
RRB-2 | 52 x 202 6.174 103.03

Table 7: Results for RRB-k at the IJssel of 104 x 404 nodes with varying k.

The number of CG-iterations is exactly the same for 4 < k& < 10, so the choice of k has less
effect on the convergence of CG than expected. Suprisingly, the CPU-time decreases for a
constant number of CG-iterations. A reason is that the number of flops is minimal for &k = 7,
as explained in Section 11.2, however, the CPU-time is still not minimal.

The drop in CPU-time with constant number of CG-iterations can also be explained with
caching effects and implementational issues. The RRB-preconditioner uses several grids with
different mesh sizes. The implemented loops will therefore jump with different distances
through an array, which can be slow. For the complete Cholesky decomposition, the elements
on the coarsest grid are reordered, thus simplifying the loops through the arrays.

The influence of implementation aspects will not be investigated thoroughly, however, to
show that it is notable, the following experiment is done. To solve a system LLTz = b from
the Cholesky decomposition, forward and backward substitution is used. The algorithms are
equivalent, except of the directions of the loops. So the same number of flops, but a slightly
different implementation. A timer is implemented for these two similar methods, for which
the same CPU-time is expected.

The results in Table 8 show a considerable difference in CPU-time between forward and
backward substitution. While forward substitution performs better with large systems, the
backward substitution is faster on small systems.

80



number of elements ‘ 1002 502 252 132 72 42 22 12
forward substitution | 52.06 7.42 1.02 0.116 0.0242 0.0091 0.0048 0.0039
backward substitution | 93.43 9.45 1.26 0.168 0.0296 0.0078 0.0029 0.0018

Table 8: The CPU-time for the forward and backward subsitution of the Cholesky decompo-
sition, on an open sea of 200 x 200 nodes.

Although this does not clarify the change in CPU-time for constant number of CG-iterations
fully, it shows that the number of flops is not always a good estimate of the computation time
and that implementation and caching may have influence on the performance.

We will now return to the results in Table 7. The choice of £k = 5 gives the lowest amount
of CPU-time although the number of CG-iterations is the same. Compared to kpay, the
CPU-time dropped 25%.

For a minimal number of flops, the maximum level is given by k = 7 (see Section 11.2), which
is too large to be optimal. On the other hand, the choices kg and k¢ from [6] and [14] (see
Section 11.5) give k = 4, which is somewhat too low. When considering the results of other
test problems, the same is observed: kgops too large and kp and k¢ too small. So an average
of these choices would be a good estimate of the optimal k.

Summarizing, the results of RRB-k show that the number of CG-iterations is almost constant
for varying k. Only for very small k, there is a small decrease in CG-iterations, but at the
expense of a sharp increase in CPU-time. Although the number of CG-iterations changes
hardly, the CPU-time changes due to a decrease in flops and probably implementational
effects. The difference in CPU-time between the maximal and optimal value of k is between 5
and 25% depending on the test problem.

14.3.1 Use of Lapack routines

The complete Cholesky decomposition on the maximum level is implemented both with an
own implemented C++ routine and a Lapack routine?*. The advantage of the C++ routine is
the usage of the same data structures as in the wave model. The Lapack routine is optimized,
but has some overhead since the data has to be converted to the structure of Lapack.

When comparing the CPU-time results, we see that for small decompositions, k > 3, the C++
routine is slightly faster. For small k, so a complete Cholesky decomposition with relatively
many elements, the Lapack routine is much faster. However, the total CPU-time for these
cases is already large.

14.3.2 Cholesky decomposition

The Cholesky decomposition used in the RRB-k method can also be used for solving the
whole linear system. The CPU-time needed for calculating the preconditioner and solving
the linear system is given in Table 9.

Calculating the Cholesky decomposition is much more expensive than the RRB-preconditioner.
The CPU-time for solving a linear system is somewhat larger for the complete Cholesky de-
composition than for RRB-kyax, but smaller than for RRB-2.

*4Lapack is a standard package with several routines of direct solvers, among others the Cholesky decompo-
sition. The routines are optimized by several authors [2].
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‘ RRB-kmax  RRB-2  Cholesky Lapack Cholesky
preconditioner 0.0036 0.014 0.083 0.11
solve 0.0064 0.019 0.014 0.0085

Table 9: The average CPU-time of one timestep, at open sea of 100 x 100 nodes.

With mesh-refinement, the differences between the RRB-method and the complete Cholesky
decomposition becomes larger. Because on a coarse grid of 100 x 100 the RRB-method is
already faster, the complete Cholesky decomposition is not useful for the considered problems.

14.4 Influence of the relaxation parameter on RICCG

The relaxed incomplete Cholesky preconditioned CG-method contains a relaxation parame-
ter w, as explained in Chapter 10. For w = 0, the RIC decomposition reduces to the incom-
plete Cholesky decomposition and for w = 1 it reduces to the modified incomplete Cholesky
decomposition. The relaxation parameter determines the lumping procedure during the in-
complete decomposition and changes only the value of the preconditioner, not the structure.
Therefore, each iteration of RICCG requires the same computation effort for every value of
the parameter. The CPU-time is thus proportial to the number of CG-iterations.

In Figure 6 of Section 10.5, the spectral condition number has been given for several relaxation
parameters. It shows that the spectral number decreases for increasing relaxation parameter.
However, near w = 1, the spectral condition number is not monotone.

w ‘ 100 x 100 200 x 200 400 x 400 800 x 800

0 7.822 16.357 32.895 67.233
0.95 6.826 10.910 18.522 35.600
1 7.399 11.450 17.144 25.758

Table 10: The average number of CG-iterations at an open sea.

The number of CG-iterations, listed in Table 10, show that w = 1 gives the smallest number
at the fine grids. For the coarse grids, w = 0.95 is a better choice. Because the small
improvements of w = 0.95 over w = 1 in the coarse test problems, and because we are mainly
interested in fine grids, w = 1 is the default choice.

As will be explained in Section 14.6, combining the RICCG-method with deflation changes
the influence of the relaxation parameter.

14.5 Varying the number of deflation vectors

The deflation method projects some vectors into the null-space, resulting in a smaller spectral
condition number, as explained in Chapter 12. Subdomain deflation is implemented with
rectangular subdomains. The number of subdomains can be chosen by the user. In this
section, results are discussed for varying number of deflation vectors. As preconditioner,
diagonal scaling is used. Results for the combination of deflation and the RIC-preconditioner
will be given in Section 14.6.

For increasing number of deflation vectors, the spectral condition number decreases, often
yielding a reduction in CG-iteration. As seen in Table 11, this is true. However, each iteration
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Mean number
CG-iterations

Number of
subdomains
CPU-time
1000 solves

0x0 |51.204 113.5
1x1 |51.205 209.8
5x5 | 51075 208.3
10 x 10 | 48.817 200.6
20 x 20 | 40.224 171.2
40 x 40 | 26.820 140.6
80 x 80 | 17.014 210.8

Table 11: Results at open sea of 200 x 200 nodes, with deflated diagonally scaled CG.

is more expensive for larger numbers of deflation vectors. The result of these two effects is a
larger amount of CPU-time for the considered test problem.

Between zero and one deflation vector, there is a jump in CPU-time. With zero deflation vec-
tors, the undeflated CG-method is obtained. For one deflation vector, the deflated CG-method
has to calculate y = Qx every iteration, with @ the deflation matrix given by Equation (12.1).
Since the coarse grid matrix Z7SZ is only one element large, no Cholesky decomposition is
needed, but one still has to calculate this coarse grid matrix. Also an extra matrix-vector
multiplication y = Sz is required inside the deflation matrix. As explained in Section 12.7,
calculating y = SZx in one step takes a similar amount of computation time. So, although
only one deflation vector is used, the extra work which has to be done for deflation is consid-
erably large.

Summarizing, increasing the number of deflation vectors on one hand reduces the number of
CG-iterations, but on the other hand, results in CG-iterations that are computationally more
expensive.

For the considered test problem, the deflation method does not give a reduction in CPU-time.
At finer grids, the deflation method can be faster than the undeflated version. For example,
at an open sea of 400 x 400 nodes, the undeflated diagonally scaled CG-method uses 1703 s
CPU-time, while for 100? subdomains, this is 1018 s.

14.6 The deflated RICCG-method

In previous sections, results are discussed about the relaxation parameter in the RICCG-
method and the number of deflation vectors in the deflation method with diagonally scaling.
It was concluded that w = 1 is the optimal choice as relaxation parameter. However, when
RICCG is combined with deflation, this will not be the case anymore.

The spectral condition number of RIC-preconditioned matrices depends on the choice of
relaxation parameter w (see Section 10.5). For w = 0, the condition number is O(h~?),
while for w = 1, we have O(h~!). This partially explaines the good performance of RICCG
at w = 1. Figure 6 show that also the structure of the spectra of these extreme choices are
quite different. For w = 0 there are some isolated low eigenvalues and larger eigenvalues
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clustered around one. For w =1 it is the other way around: small eigenvalues near one and
large eigenvalues spreaded out.

The deflation method maps some vectors in the null-space, which leads to some zero eigenval-
ues of the deflated matrix. The remaining nonzero eigenvalues are approximately the same as
the largest eigenvalues of the undeflated method, as is shown in Figure 12. Loosely speaking,
the smallest eigenvalues are deflated to zero.

Applying the deflation method to MIC, so w = 1, will hardly reduce the spectral condition
number. Since the smaller eigenvalues are clustered around one, the smallest active eigenvalue
of the deflated matrix is also approximately one. The largest eigenvalue hardly changes with
subdomain deflation and therefore the deflation method does not reduce the condition number
of the MIC-preconditioner.

In the case of w = 0, the deflation method is effective. The smallest few eigenvalues with values
of O(h?) are deflated to zero, while the largest eigenvalue remains O(1). This reduction of
the spectral condition number of the IC-preconditioner will probably give better convergence.
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0x0 |16.357 71.02 | 11.450 50.35
1x1 ]16.356 104.18 | 11.450 74.48
5x 5 |16.332 103.89 | 11.450  74.85
10 x 10 | 15.500 99.98 | 11.449 7547
20 x 20 | 13.128 87.27 | 11.443 76.51
40 x 40 | 9.662  76.11 | 11.398 87.98
80 x 80 | 7.540 120.83 | 9.975 153.10

Table 12: Results at open sea of 200 x 200 nodes, with DRICCG and varying number of
deflation vectors.

In Table 12 results of the deflated IC and MIC preconditioned CG-method is given. There is
a clear difference between the two preconditioners. As expected, the number of CG-iterations
decreases sharply for w = 0, while it is almost constant for w = 1.

The advantage of w = 1 is the small number of CG-iterations in the undeflated method.
While w = 0 has a large reduction in CG-iterations in the deflated version. By choosing the
relaxation parameter in between those extreme choices, the advantages of these methods can
be combined. However, also the disadvantages are combined and therefore the optimal choice
is not clear in advance.

In Table 13 some results are given for several choices of the relaxation parameter. Without
deflation, the number of CG-iterations and also CPU-time is monotonically decreasing for
increasing relaxation parameter. When deflation is applied, the number of CG-iterations is
decreasing faster for small values of w. In the case of 70? deflation vectors, w = 0.75 is
the optimal choice. Unfortunately, there is no clear pattern in the combined influence of
relaxation parameter and number of deflation vectors on the performance of DRICCG.
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# CG-it
CPU-time
# CG-it.
CPU-time

# subd. 0x0 70 x 70

w=20 32.9 981.0 | 13.8 657.3
w=0.25|309 924.7 | 13.5 598.8
w=05 |282 845.0| 13.2 589.5
w=0.75|24.3 738.1 | 12.6 566.8
w=1 17.1 5253 | 16.6 744.1

Table 13: Results at open sea of 400 x 400 nodes, with DRICCG and varying relaxation
parameter w.

Considering only the number of CG-iterations, the main observation is that for small numbers
of deflation vectors, w = 1 gives the lowest number of CG-iterations. However, the convergence
is improving very slow for larger numbers of deflation vectors. On the contrary, w = 0
converges slow for undeflated CG, but the number of CG-iterations decreases sharp when
deflation is applied. For small subdomains, so many deflation vectors, the convergence of
RICCG at w = 0 becomes better than for w = 1. And values of w in between zero and one
are in many cases better than both extreme choices.

For the CPU-time, we can conclude that given a value of w, deflation may reduce the CPU-
time needed, and given the number of deflation vectors, relaxation may improve the CG-
method. However, the undeflated MICCG-method uses in most cases the least CPU-time.

14.6.1 Using Lapack inside the deflation method

In the deflation method, a linear system has to be solved on the coarse grid. This is done with
a complete Cholesky decomposition. Both an own implemented C++ routine and a Lapack
routine have been used.

For small numbers of deflation vectors the Cholesky decomposition is also small and will use
only a small part of the total computation time. However, the C++ implementation is slightly
faster. When using small subdomains, the Cholesky decomposition will be more important
and will consume the largest part of the CPU-time. For these large decompositions, the
Lapack routines can reduce the total CPU-time a lot. At intermediate choices, the differences
are small.

14.6.2 Estimating the spectral condition number

In Section 10.5 it has been shown that Richardson’s extrapolation estimates the order of the
number of CG-iterations quite well. Thus also a good estimate of the order of the spectral
condition number. For the undeflated RIC preconditioner, the condition number of O(h~2)
for w = 0 and O(h™!) for w = 1 have been estimated. With the results from the deflation
method, the same can be done for the deflated RICCG-method.

As test problem an open sea is considered for different mesh sizes. To compare the results,
the same number of subdomains are used. Results for the deflated ICCG method are given
in Table 14.
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‘ 0 subd. 202 subd. 502 subd.
100 x 100 | 7.822 6.773 4.879
200 x 200 | 16.357 13.128 8.732
400 x 400 | 32.895 25.867 16.087
800 x 800 | 67.233 52.541 30.211

Table 14: Mean number of DICCG-iterations at open sea for constant number of subdomains.

For zero subdomains, the results of Table 2 for w = 0 are obtained. Considering more subdo-
mains, gives a reduction in the number of CG-iterations. Applying Richardson’s extrapolation
to 202 and 402 subdomains gives values of approximately one. So the number of iterations
is O(h~!), which implies a spectral condition number of @(h~2). From the results it is there-
fore concluded that taking a constant number of subdomain deflation vectors does reduce the
number of CG-iterations, but does not reduce the order of convergence.

Another way of comparing the results is by taking the number of nodes per subdomain
constant with mesh-refinement. For example, a 100 x 100 grid is divided in 5% subdomains
of 20 x 20 nodes, than the 200 x 200 grid is divided in 10? subdomains of 20 x 20 nodes. The
size of the subdomains remains constant, but the number of deflation vectors increases for
smaller mesh sizes.

‘ 202 nodes 102 nodes 5% nodes
100 x 100 7.932 7.768 6.773
200 x 200 15.500 13.128 9.662
400 x 400 25.867 18.006 12.571
800 x 800 35.170 22.755 15.299

Table 15: Mean number of DICCG-iterations at open sea for constant number of nodes per
subdomain.

In Table 15 results are shown for w = 0. Applying Richardson’s extrapolation does not give
useful results. But one can see that for two times smaller mesh size, the number of CG-
iterations is less than two times more, which implies an spectral condition number smaller
than O(h~2).

14.7 The deflated RRB method

In previous sections, results have been given for the deflation method combined with diagonal
scaling and the relaxed incomplete Cholesky preconditioner. The RRB preconditioner can
also be combined with deflation, however, this is not implemented because of the reasons
presented below.

The deflated RRB method is quite difficult to implement, because of the relatively diffi-
cult RRB-ordering of nodes and because the CG-iteration is performed on the first Schur-
complement only. This implies that the implementation of the deflation method for diagonal
scaling and the RIC-preconditioner can not be directly used to the RRB-method.

Besides implementational issues, an improvement of the performance is not expected. Defla-
tion reduces the spectral condition number. However, the RRB-method has already a small
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spectral condition number and needs only a very few CG-iterations. A smaller condition
number will therefore hardly give a reduction in CG-iterations for the RRB-preconditioner.

In Section 14.6 it is explained that the deflation method hardly improves the MIC-preconditioner,
because the lowest eigenvalues of a MIC preconditioned matrix are clustered around one (see
Figure 6). In [6] it has been proven that for the discrete Poisson equation, all eigenvalues of

a RRB-k preconditioned matrix are larger than one, i.e.,

Ay-1g > 1.

The discrete model equation (8.1) is similar to the discrete Poisson equation. Because of
the lower bound of the spectrum, it is likely that the smallest eigenvalues are clustered.
Therefore, the spectrum of the RRB-k preconditioner will probably have the same structure
as the spectrum of MIC.

Summarizing, the deflated RRB method is not implemented because implementation is quite
difficult. Moreover, it is likely that deflation will not improve the convergence of RRB enough
to reduce the computation time considerable.

14.8 Parallel RIC-preconditioner

To speed up the solvers, one can choose to parallelize the method over several computers.
Expressions like inner products can be parallelized without any changes to the algorithm. But
most computing time of the PCG-method is solving the preconditioned system. In general,
this is not easily parallelized. However, one can change the preconditioner such that it is
easier to parallelize, at the expense of some extra CG-iterations.

Let’s consider the RIC-preconditioner M = LL”, with L an lower triangular matrix. Solving
the preconditioner is done with forward and backward substitution, which are recursively and
thus not parallelizable. A similar preconditioner is the block-RIC preconditioner, for which L
I(J)l 1?2 ], with L; and L9 lower
triangular matrices. Solving a system Lz = b reduces to Liz1 = by and Loxs = by which
are independent of each other and can therefore be simultaneously solved on two different
computers.

The RIC-preconditioner uses a decomposition LLT on the whole grid. To parallelize this,
the decomposition will be done on subdomains. The same rectangular subdomains as in the
deflation method will be used. On each subdomain, an incomplete Cholesky decomposition is
performed, thus ignoring the coupling between subdomains in the preconditioner. Solving the
preconditioner can than be done for each subdomain separately, thus paralellizable. For the
correct numbering of nodes, this reduces to the block incomplete Cholesky decomposition.

is a block matrix. For the case of two blocks we have L = [

Because this preconditioner ignores the coupling between subdomains, it will be less accurate
and the number of CG-iterations will increase. Omne can try to restore this coupling with
the deflation method. The deflation method will require extra computation time per CG-
iteration, but will reduce the number of CG-iterations. Most components of the deflation
method can be parallelized, except of solving the coarse grid matrix.

The RIC-preconditioner per subdomain is implemented and in Table 16 some results are
shown. In the undeflated version, it is clearly seen that the number of CG-iterations increases
for an increasing number of subdomains. Note that in the limit, so 400? subdomains, the
block-RIC preconditioner reduces to diagonal scaling, which requires 105.5 CG-iterations.
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# subd

# CG-iter
CPU-time
# CG-iter
CPU-time
# CG-iter
CPU-time
# CG-iter
CPU-time

w=20 w=1 w=20 w=1
0x0 3290 9756 | 17.14 501.3 3290 9458 | 17.14  520.7
10 x 10 | 42.00 1280.5 | 46.00 1147.6 39.97 1569.2 | 46.35 1828.7
100 x 100 | 56.67 1717.5 | 55.20 1371.3 16.23 9029 | 16.32 9164
200 x 200 | 74.33 2435.7 | 75.01 2021.7 10.64 1848.5 | 10.79 1870.2

Table 16: Results of RIC per subdomain, at open sea of 400 x 400 nodes; left without deflation,
right with deflation.

In combination with deflation, the number of CG-iterations increases initially, but at large
numbers of subdomains, less iterations are needed. Although every iteration becomes more
expensive with deflation, the CPU-time is in some cases less than in the undeflated method.
However, at large numbers of subdomains, solving the coarse grid matrix in the deflation
method becomes more important and will reduce the ability of parallelization.

In practice, parallelization is done over a few computers. Numbers like 100? are too large,
and therefore it is not needed to make a block preconditioner on such large numbers of
subdomains. Deflation has only a positive effect on large numbers of subdomains. The
number of subdomains used in the preconditioner should thus be smaller than in the deflation
method. This can be done by making a block preconditioner on, for example, 22 subdomains,
and applying the deflation method to 50? subdomains.

The presented results show that the parallel preconditioner may lead to faster calculations.
Whether this is really the case and how to choose the parameters will be future research.

14.9 Termination criterium

To solve the discrete model equation (8.1), the CG-method is used with several precondition-
ers. Because it is an iterative method, a termination criterium has to be specified. This can
be done in several ways, some of them will be discussed in this section.

Solving a system Sz = b with an iterative method results in a sequence xg,x1,...,x, of
consecutive approximations of the solution z. A good estimate of the error at iteration ¢ is
the residual ||b — Sz;||, with || - || some norm. In the CG-method, the residual r; is updated

every iteration and approximately the same as the exact residual, i.e., r; &~ b— Sz;. Because r;
is readily available at every iteration, termination criteriums are based on this residual.
14.9.1 Absolute and relative criteria

A common choice for the termination criterium is
llrill < e

which is an absolute termination criterium and € > 0 denoting the termination wvalue or
tolerance. A drawback of this choice is that it is not scaling invariant. To explain this,
consider a wave field at a grid with mesh size h and the same wave field at a grid with 2h
mesh size. The norm of the wave height vector is approximately four times larger for h than

88



for 2h, altough the same wave field is used. The same holds for residuals, and therefore, mesh
refinement will give an unwanted change in termination criterium.
This can be solved by considering relative termination criteria, for instance
€
Il < 5
with h denoting the characteristic mesh size. Other common choices are

Irill < ellroll,
relative to the inital residual rg = b — Sz, and
Irill < elfll,

relative to the right hand side b. Note that b may depend on the mesh size h.

These relative termination criteria are scaling invariant, so mesh-refinement does not lead to
more stringent criteria. However, the right hand side and also initial residual depends on the
model variables in the wave model. As can be concluded from Equation (7.9b), the right hand
side b explicitly depends on the velocity potential. A wave pattern with only a few waves
therefore gives a small b, while a fully developed wave pattern results in a large norm of b. In
order to make this more precise, the norms of the right hand side b and initial residual b— Sz
are calculated at the test problem of an open sea.

Euclidean norm of the right hand side Euclidean norm of the initial residual
T T T T T T T T
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Figure 20: Euclidean norm of the right hand side and the initial residual at an open sea of
200 x 200 nodes.

The norms shown in Figure 20 are increasing in time. The zero initial state gives a small
norm at the start of the simulation. Later on, the waves are propagated into the whole
domain, resulting in a larger norm of the right hand side and initial residual. Observe that
the differnce in the norms at the start and at the end is some orders of magnitude. A relative
termination criterium will therefore be very stringent at the start of the simulation, which
may lead to problems with rounding errors.

The initial solution needed for the CG-method is in the wave model given by the value
on the previous time step, thus depending on the timestep used. Because of the real-time
simulation, the timestep is quite small and will give a good initial estimate. An absolute
criterium is independent on the initial solution, but the termination criterium relative to the
initial residual may become unnecessary stringent.
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14.9.2 Termination criterium based on the preconditioned residual

The vector r; in iteration ¢ of the PCG-method is related to the residual 7; = b — Su;.
Depending on the implementation (the two choices of PCG in Table 1), it represents the
residual 7; or the preconditioned residual P~17;. In the first case, both r; and z; = M ~'r; are
calculated in every CG-iteration, whereas in the second case only P~!7; is available. For both
cases, the value p; = (rj, M~ 'r;j)o = (P~'ry, P71ry)a = (ri,ri) 1 = ||rill3,-1 is calculated
(remember that PPT = M ~ S). Although ||r;||> can also be calculated, it is not directly
available in the CG-method. It is therefore logical to consider termination criteria based on
the preconditioned residual.

The absolute termination criterium becomes
lrillar— < e

The termination criterium clearly depends on the preconditioner M. This implies that for
some preconditioners the termination criterium becomes more stringent than for other choices
of preconditioner. In order to quantify this, in next section some residuals are calculated.

14.9.3 Different residual norms

In order to compare the residual for different preconditioners, some simulations have been
performed on an open sea of 200 x 200 nodes.

The residual r; in an CG-iteration should be the same as the residual b — Sz;. For different
preconditioners, it is checked whether r,, = b — Sz, with x,, the final estimate of PCG. In
the simulations the difference between the two is very small, so r; estimates the residual well.
Because the termination criterium can be based on the preconditioned residual, the norm of
it may not change a lot for different preconditioners.

Dgs IC MIC RRB
[|7nllar-1 | 1.8456e-06 1.2516e-06  7.823e-07  1.1571e-06
170 ]|2 1.4369e-05  7.0015e-06 3.9281e-06 6.9868e-06

Table 17: Residual in two different norms at open sea of 200 x 200 nodes.

Let’s consider an open sea of 200 x 200 nodes with different preconditioners. At time t50
the residual r,, is given, which is the first residual satisfying the termination criterium. The
norm of both the preconditioned and the unpreconditioned residual is calculated and shown
in Table 17. There is a clear difference between the two norms, however, the difference in
value is not very large. Between the different preconditioners, the differences are also small.

14.10 Conluding remarks on the results

In Section 14.1, the results have been introduced with some assessment criteria. In the next
sections 14.2 to 14.9, results have been discussed for several test problems and linear solvers.
In this sections, some conclussions are briefly given.

Efficiency The CPU-time used by the linear solvers have been presented for several values
of the different parameters. Because of the good initial solution and the fast convergence of
the iterative methods, the solution of the linear system of equation is obtained in a small
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amount of CPU-time. For the coarser grids, it is smaller than the time step of the wave
model, giving a real-time method. At the open sea a grid of up to 200 x 200 nodes could be
solved within this time limit.

In most cases the RRB-method gives the lowest amount of computation time, while the
MICCG method is almost as fast. The deflation method is able to speed up the RICCG
method at finer grids.

The storage of the preconditioner is quite small. Because of the sparse preconditioners, only
a few vectors have to be stored. The deflation method requires more storage. The deflation
vectors are cheaply stored as subdomains, but the coarse grid matrix is stored as a complete
Cholesky decomposition, which may be relatively large for small subdomains.

Convergence with mesh-refinement The diagonally scaled CG-method has a spectral
condition number of O(h~2). When considering a grid with a two times smaller mesh size,
the number of CG-iterations will increase with a factor two. This method is therefore not well
suitable for finer grids. The RICCG method has a spectral condition number between O(h~2)
and O(h~!), depending on the relaxation parameter. This can be reduced with deflation. For
the RRB method, the spectral condition number is O(h~!). With the complete Cholesky
decomposition on the maximum level, it can be further decreased to approximately O(h_%),
depending on the choice of maximum level. Although this order of convergence is not reached
for the test problems, the results show that the convergence is better than O(h~!) and there-
fore the extra computational effort with mesh refinement is small.

Parallelization The diagonally scaled preconditioner can straightforwardly be parallelized.
The RRB preconditioner uses several levels of red-black orderings. At each level, the algorithm
can be parallelized. Due to recursion, parallelization is limited to one level each time. The
RICCG method can be changed to a parallel equivalent, which uses the RIC decomposition
on several subdomains. There is no coupling between the subdomains, giving good parallel
properties. Results show that the increase in computation time is relatively small. In a parallel
environment, the wall-clock time can therefore be reduced considerably. The deflation method
also uses subdomains, which gives a straightforward parallel implementation. Only the coarse
grid system is not parallelized easily, especially for a large number of deflation vectors. In
practice, the number of deflation vectors is much smaller than the total number of nodes.
The implemented deflated RICCG method is inherently parallel. Only the communication has
to be added to have a full parallel implementation. The performance results on a sequential
computer are quite promising.

Robustness The linear solvers are applied to different test problems. In all cases, con-
vergence is achieved without major problems. Also the domain decomposition methods, like
deflation and the block IC preconditioner, were able to solve the test problems with changing
bathymetries. It can therefore be concluded that the solvers are robust.
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15 Conclusions

This master’s thesis started with a literature study about the variational Boussinesq model,
which has recently been developed at MARIN. The derivation of this wave model starts with
basic equations in fluid mechanics. Minimizing the pressure results in a variational formulation
of the fluid motions. By applying a vertical shape function, the three-dimensional model
reduces to a two-dimensional problem. To reduce the computational effort further, the model
equations have been linearized. By presenting the derivation of the variational Boussinesq
model, this thesis gives a full description of the wave model.

The finite volume and leapfrog method have been used to discretize the variational Boussinesq
model. Results of the model show realistic wave patterns for varying water depth and near
coastal structures. Applying a simple model of the motions of the ship to the variational
Boussinesq model results in realistic waves patterns around the ship.

After the review of the physical properties and assumptions of the wave model, the litera-
ture study has concentrated on the solution method of the model equations. The discrete
equivalent of one of the model equations is a linear system of equations, which has to be
solved in every time step of the variational Boussinesq model. The wave model will be used
in a real-time ship simulator and therefore needs a very efficient linear solver. Because of the
properties of the matrix, the conjugate gradient method has been used as linear solver. This
iterative method has been combined with three different preconditioners, namely diagonal
scaling, modified incomplete Cholesky and repeated red-black.

In order to improve the efficiency of the model, research has been carried out for improving
the linear solver. Two of the preconditioners have been improved and a new method, namely
deflation, is applied.

The existing modified incomplete Cholesky preconditioner has been extended to the relaxed
incomplete Cholesky preconditioner. Analysis of this method shows that taking the relaxation
parameter equal to one is the best choice.

The original implementation of the repeated red-black preconditioner uses recursively a red-
black ordering on as many as possible levels. This method has been changed to a repeated
red-black preconditioner for a predefined number of levels, combined with a complete Cholesky
decomposition on the maximum level. Results for test problems with larger numbers of nodes
show a good performance, only a small increase in the number of iterations occurs. With
the extension of a variable maximum level in the red-black orderings, the computation time
is reduced with 5 to 25% depending on the test problem. Also the increase in number of
iterations for mesh-refinement is smaller.

The preconditioners for the conjugate gradient method are combined with the deflation
method. The deflation method uses a projection of several vectors into the null-space. This
gives a smaller number of iterations, but each iteration becomes more expensive. Subdomain
deflation has been implemented in the code of the wave model, with rectangular subdomains
and piecewise-constant deflation vectors. The combination of deflation and diagonal scaling
reduces the computation time only for large linear systems.

Combining the deflation method with the relaxed incomplete Cholesky preconditioner has
led to a remarkable relation between deflation and the relaxation parameter. Due to differ-
ent structures of the spectra, at low values of the relaxation parameter, deflation reduces
the number of iterations considerably, while for large values of the relaxation parameter de-
flation hardly improves the convergence. Because the undeflated method performs better
at large relaxation parameters, intermediate choices of the relaxation parameter give optimal
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convergence when combined with deflation. The subdomain deflation method uses domain de-
composition, which makes the use of shared memory natural. The implemented combination
of subdomain deflation and block incomplete Cholesky is suitable for a parallel environment.
The conjugate gradient method with the three different preconditioners and the deflation
method has been tested on different bathymetries. When the different methods are compared
with each other, the repeated red-black preconditioner is in most cases the method with
the lowest amount of computation time. The deflated relaxed incomplete Cholesky performs
almost as well, but has better properties for parallelizing the linear solver.
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16 Future research

The research of the thesis has been concentrated mainly on the improvement of the linear
solvers in the variational Boussinesq model. Three preconditioners have been investigated:
diagonal scaling, relaxed incomplete Cholesky and repeated red-black. They have been com-
bined with the deflation method. Although these methods are performing quite well, there
are some possibilities for further improving the performance. In this section some topics for
future research are briefly discussed.

The main topic of future research is likely to be the parallelization of the methods, thus using
several computing units during one iteration of the model. The matrix-vector multiplications
and inner products can be parallelized within the current algorithm. However, most com-
putation time is used in the preconditioning step. As is briefly explained for the incomplete
Cholesky preconditioner, the preconditioner itself can be changed to make it better paral-
lelizable. The considered domain decomposition makes the algorithm particularly suited for
distributed memory parallel computers. Some results of this parallel preconditioner are given
in the thesis, but the actual distribution over several systems still has to be done. Combined
with deflation, the parallel preconditioner may lead to smaller wall-clock times.

The methods have been implemented in the programming language C++ and calculated on
the CPU (central processing unit) of a usual desktop system. In recent years, computational
methods have been implemented on the GPU (graphics processing unit) with promising re-
sults. Using the GPU for computing the wave model requires a different implementation, but
can improve the computation time.

The deflation method, as considered in this thesis, uses deflation vectors according to rectan-
gular subdomains. One can use different kinds of subdomains, for example based on physical
parameters like depth, which could take all dry nodes as one subdomain. The deflation vec-
tors are chosen constant in each subdomain; using piecewise-linear vectors can be used too.
Especially for the case of the modified incomplete Cholesky preconditioner, other deflation
vectors should be chosen.

Another numerical method which can be applied for solving a linear system of equation is
the multigrid method. The main advantage of the multigrid method is its good performance
with mesh-refinement. The RRB-preconditioner already has a small order of convergence and
performs therefore almost as well with mesh-refinement as multigrid methods. Although its
good convergence properties, multigrid methods can be quite expensive and are more difficult
to parallelize than the incomplete Cholesky preconditioners. Deflation methods are able to
improve the convergence of preconditioners and can be parallelized relatively easy. For this
reasons, the research in this thesis has concentrated on the deflation method combined with
the given preconditioners. But multigrid methods are still promising and especially on much
finer grids can possibly perform better than the given methods.
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A List of symbols used in the variational Boussinesq model

Following a list containing the unit and name of most of the symbols used in the variational
Boussinesq model.

symbol unit name
¢ m water level
h m water depth
10} ng velocity potential
%) "%2 surface velocity potential
p % mass density
t S time
T,y m horizontal coordinates
z m vertical coordinate
u = (u,v,w) = velocity
g = gravity
P Pa = nljgz pressure
P ZL—; total pressure
H T—; Hamiltonian
L de Lagrangian
f,gf ) m vertical shape function for the parabolic model
T(rf) — vertical shape function for the cosine-hyperbolic model
,(,f) = horizontal shape function for the parabolic model
ﬁ,cb) mTQ horizontal shape function for the cosine-hyperbolic model
Km % shape parameter
Ng, N, - number of grid points in z- resp. y-direction
L, L, m length of computational domain in z- resp. y-direction
Az, Ay m mesh size in z- resp. y-direction
h m characteristic mesh size
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B Basic assumptions of the variational Boussinesq model

The basic assumptions of the nonlinear variational Boussinesq model are briefly summarized
in this section.

e All functions are sufficiently smooth.

Inviscid flow.

Irrotational flow: V x u = 0.

Constant mass density of fluid in whole spatial and time domain, so incompressible flow.
e No other external forces than gravity, e.g. no wind stress and no Coriolis.

e The mild slope assumption gives Vh = 0.

Besides this, it is assumed that the vertical flow of the fluid can be realistically modelled with
an expansion in shape parameters, in particular the parabolic or cosine-hyperbolic vertical
shape model.

To obtain the model equation, it is assumed that the linearization may be performed, so
relatively small water heights.
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C Variational calculus

A basic concept in variational calculus is the first variation of a functional L and a function u €
U, defined by

SL(u;ou) = Tim ZEOW = L) (C.1)

e—0 €

with du a variation, satisfying (u + edu) € U [44]. The variation du thus satisfies at least
the properties of u. Often one can write the first variation as an inner product £ (u;du) =
(6L(u),du). In our case of water waves, the inner product (u,v) = [, uv da is used. A zero
first variation is a necessary condition for a stationary point: 6L (u;0u) = 0, or (0L(u), du) = 0.
For continuous variation this is equivalent to

SL(u) = 0, (C.2)

the Euler-Lagrange equation.
As an example, the first variation of P(¢) = %(V¢)2 will be calculated:

L P(3+c0) — P(¢)

IP(¢,0¢) = lim p
o 3(V(@ € 00)) — §(V9)?
e—0 €
iy 20+ VE0)? — (Vo)
e—0 €
~ lim 5(V)? 4+ eV - Vip + 5€2(Vig)? — 5(V)?
e—0
= lim (w -Vép + %6(V5¢)2>
= V¢-Vio. (C.3)

For functionals depending on more functions, we write 6,P(¢,() = dP(¢,(;0¢) the first
variation w.r.t. ¢ and d¢P(¢,() = dP(¢,(;0¢) the first variation w.r.t. (. A stationary point
now have to satisfy both d4P(¢,() = 0 and 6,P(¢,¢) = 0 [33].

An important property in variational calculus is that the variation operator commutes with
both the operations of differentiation and integration [33]. This property comes down to an
interchange of two limit processes and therefore the functional should be smooth. Because the
pressure functional is assumed to be smooth, we may interchange variations and differentiation
or integration:

5, PO 05 b)), (C.42)
5 / Plo(x) do = / 5,P(6(x)) da. (C.4b)

When the bounds of integration depend on the function of variation, the variation and inte-
gration cannot be interchanged anymore in this way. Then Leibniz’s rule have to be applied.
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D Depth averaged velocity

The depth averaged velocity is defined by

1 ¢
U h+</_hudz, (D.1)

for the velocity u = V¢. The velocity potential ¢ is given by the series expansion (3.1). Both
the parabolic and the cosine-hyperbolic model consider only one shape function, so ¢ = @+ f1.
Only the horizontal components of U will be considered in the following derivations.

In the z-direction, the depth averaged velocity is given by

1 ¢
U = h—‘FC/ u dz
B 1 © 81/) af o¢C
R < o T acor )dz

B 8(,0 1 Caf
T o h+C8x/f SR / (D-2)

The integrals are defined and calculated in Appendix E for two different shape models. With
Equation (E.14), one has

A 1 oyl 1 a2

pw - >~ - Y¥-= Y Nt N
ur = O0r h+(ox 3(h+C) h+<w (+C)
_ 99 1 op 2 %
= o 3(h+§) w (D.3)

the depth averaged velocity in the z-direction for a parabolic vertical shape. Because of
symmetry in the z- and y-direction, the horizontal depth averaged velocity for the parabolic
model is given by

UP = Vo 2(h+ VY- 2oV (D.4)

and will be used in Section 3.2.
For the cosine-hyperbolic case (3.17), the integrals (E.28) give

Oy azp 8(

() _— _p= D.
with D and S as in (E.27). Because of symmetry,
U = Vo—-DVy—kSyYVC. (D.6)

the horizontal depth averaged velocity for the cosine-hyperbolic model, used in Section 3.3.
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E Detailed calculations for the Hamiltonian

The velocity potential is written as a series in vertical shape functions. To derive the Hamil-
tonian system for this potential, the series has to be substituted in the Hamiltonian. The zero
variations will lead to three equations in the variables ¢, ¢ and 1),,, which will be presented
in this chapter.

E.1 Calculations for the general series model

The Hamiltonian for the general series model is given by (3.4):

H(p,(,¥m) = /Cl( cp+mewm>dz+%g(C2—h2)

n 2
1 ) ¢ M
_ 5/h(w) dz—i—/_ Vo v(n;fmwm) dz
1 < M 2 1,
w3/ (VO3 o))+ 06— 1), (E.1)
The three integrals will be discussed separately.
Because ¢ is independent of z, we have
1 2 1 2
3 h(W) dz = S(h+Q)(Ve)~. (E.2)

For the second integral, the derivative to z inside the gradient vanishes, because ¢ independent

of z. So Vp = (g—‘g, g—‘;, g—f) = (g—‘g, 2—5,0) = (V,0). For the horizontal gradient, we get

¢ M : y
/_hVQD-V<m§::1fm¢m) dz = /;hV(’D. Zv(fm¢m) dz
- /_ Ve Z (afm (V) + finVibm) d

¢ M
— V. vc/ Z%wmdww-/_ 32 ¥ d:

Ofm
= V- V(¢ 1/zm dz +V Viom m d
mz T i+ Yy z i [
M M
=t Ve V(D YnQu+ Ve Y (Vim)Pa. (E.3)
m=1 m=1

The third integral of (E.1) contains a gradient, which will be split into a horizontal and a
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vertical part. The part with the horizontal gradient becomes

2 [ (T o)

% / C ( f Jon VUm0 ) dz

—h m,n:l

+VC./_1< ]Zw: meiﬁm%—jélwn)dz

m,n:l

¢, M
+%(VC)2 /—h <m§n;1 %%@%ﬂﬁn)dz

+VC > (Vi) R

m,n:l

1 M

m,n:l
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For the z-direction the integral reads®®

1 /S /0 M 2 1 /< M P 9
o/, <&(n§fmwm)> "o 5/_h<n;&(fm¢m>> o=
1 ¢ M 8fm 2
N 5/_h<mzj’m¥>d

M
> Ut Kn. (E.5)
The Hamiltonian density now equals

M M
Hp.Gbm) = 5+ OV 45 S FunVibm - Vit 2 (V0 S Conntimtin

m,n=1 m,n=1

1 & G S
+§ Z Kpnm¥n + Vo - ZvamerVgo'VCZQmwm

m,n=1 m=1 m=1
M
1
m,n=1

This Hamiltonian density can be substituted into the Hamiltonian system (2.35),(3.3c).
The continuity equations becomes

///%&pdxdydt - // doH(p,¢,0m) dxdy dt

- ///(h+§)vgp-va¢dxdydt+///v5<p-népmvwmdwdydt
—i—///Végo-VCmZJ:le/Jm dz dy dt
= —///V-((h-l—C)VsD)&pd:vdydt—// 590V-(m21\i:lpmv¢m) dx dy dt

M
- / / 8o V- (VY Quipw) dady dt. (E.7)
m=1

The last equality holds by applying Green’s theorem, and using the fact that the variation

* (Z%:l fm)2 = Z%:l iLw:l Jm fn
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vanishes at the boundaries. This equation is equivalent with

3( M M
TR ((h +() Ve + ; PV, + vcmg Qmwm> =0 (E.8)

In a similar way the Bernoulli equation becomes

Jyp

5t %(ch)2 +9(+R = 0, (E.9)
with the non-hydrostatic term
R = 1 f: E N, - Vb, + 1 iw: (VO)2Glhy + Kln) Ymtn
2 m,n=1 " 2 m,n=1 " "
M M
+Vo - Y (P + Qutom V) + V(- Y Ryt Vb
m=1 m,n=1

M M
-V ( > QutmVe+ Y (Rmnwnvwm + Gmnzpmzpnvg>>. (E.10)
m=1

m,n=1
The prime means a variation to ¢, so F). = 64?—&”". Note that with Leibniz’s rule and

using f|.—¢ = 0, we get P}, = Qn, and F},,, = Rip + Rom-
The zero first variation of the Hamiltonian to vy can be written as

M M M
— V> FunVm + (VO Y Gomthm + Y Kemtbm — V - (PVp)

m=1 m=1 n=1
M M
+Qu Vo -VC+VC- Y RyVipy = V- Y Rt V¢ = 0, (E.11)
m=1 n=1
or equivalently
M M
m=1 m=1

M M
~V- < > Fom Vi + PV + Y ngnvg) = 0, (BE12)

m=1 m=1

for=1,2,..., M.

E.2 Calculations for the parabolic shape function

The parabolic shape function (3.12) is given by

= Moo (ietr). e
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The integrals are given by (see [21] or use Maple)

2
F(p) = 1_5(h+<)37
7
G7 = =+,
1
K® = 2(h+0),
1
PP = —o(h+0)?,
2
QW = —2(h+0),
1
R = 5(}14‘02-
The variations to ¢ are
2
F/(p) = g(h + 4)27
7
) —
¢ 15’7
g — L
37
2
p — —§(h+C),
2
) — _Z
Q ,
2

(E.14a)
(E.14b)
(E.14c)
(E.14d)
(E.14e)

(E.14f)

(E.15a)
(E.15b)
(E.15¢)
(E.15d)
(E.15¢)

(E.15f)

To get the parabolic Hamiltonian, these functionals can be substituted in the general se-
ries Hamiltonian (E.6). With some rearranging, the parabolic Hamiltonian density H (»)

becomes26

HO = L(h+ (V) + S FP(Ve) + S(VORC? 4 SK 02
+PPIVp - Vi + QY- V(+ V(- RPyVy + %g(& — h?)

= 2 QO(Ve) + (VU 4 (VPGP + LKy
FPOVG -V 4+ QUuTe - VC + V¢ ROYTY + 2g(¢ — )

= 50+ O ((ToP + S0+ QATOP + (VO o) + 50+ O

2 (B4 0PV Vi 2(h+ V- VC+ b+ OWVC T+ 59(C

Pla—b—c)®=a®+b"+c —2ab—2ac+2bc = 1(a®> +b° +c*) = S(a—b—c)* +ab+ac— be
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= 1(h+<;) <(Vso)2 + <EWC>2 + (%(h+<)w>2) + %(hﬂ)w?
2<h+c><<175 G >><w o+ (g5- <;>2> -+ ve)
<h+c>v vw——<h+<>ww V¢ - <h+c> YV -V + g<< —h?)

Lt <w——w<—— h+<)w>2+%<h+ow

+i+0) (

(h+C)

UV VCH 1 (h+ (Ve Vi — (b QUVC w)

/\OJI[\’J

LWV + = (h+ V) )

—§<h+c> V- vw——<h+<>ww VC+ < <h+c> YVC- Vit 2g(¢ — 1)

2
= 5+ 0 (To- Juvc- 3+ Ovy) +%<h+ow
1

o (4 Q) (902 + (h+ OV + (— - —) (h+ YPUVC - V9 + (¢ — )

90 5 9

2
= 3+ (Vo= Suvc- 3+ Ovv)

o5+ Q) (V0 = 2h+ UV Vo + (b + O VY)?)
ht QP + 9(¢ — 1)
(h+ Q) (Vo= 30VC = 5(h+ QW) + (b +Ou?

(h+ Q) (¥9¢ ~ (h+ QW)+ 59(¢> ~ 1)

(E.16)

For the Hamiltonian system, the continuity equation (E.8) becomes

% Ly ((h+<)w+P Vi + QP wg) _—

ot
a¢ 2 _
e+ 9 (V- 3+ P02+ 0uvc) = o
ac P 1 B
S+V: <(h+<) (V@—ngg—g(h—l—ovw)) __— (E.17)
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The Bernoulli-like equation (E.9) becomes

0 LV gl S POV 4 1 (V0P 4 K0 2
+Vp- (PO + QWyve) + V(- ROyvy

-V (Q(p)wv(p + RP) oy + G(p)¢2vg)

%0 L 100 + g+ 22+ AV + (<v<> +3)¥7

90 (=50 + OV0 - 369C) + V¢ S+ OvT

3

S5 (er+ 2 02wt + L ver)

V. <_g(h + )YV + (%(h +O%VY + 1—5(h + C)WW))

1/) ——(h+C)V90 V?/)——?ﬁvso V(Q+ - (h+C)¢VC VY

+V- (<h+ O(5Ve— V¢~ b+ C)Vw)zb) + g
% 3 (iwor s Govam)* + (ove)’)
(30 ot (-6 e
+e w2 - —(h+ VeV — —ww V¢t o (h +Q)YVC - VY

+V- ((h+C)< Vi — —wvc— —(h+C)V¢)¢> +9¢

9 | 1 Voo 2(h+0)V \V ’

22

3(h+C)V90 Vi + ¢V90 VC—gg(thC)?bV?b V¢

——(h+C)( 7/)) —7/)( ¢)?
T,Z) ——(h+C)V90 V¢——¢V¢ V(Q+ - (h+C)¢VC VY

+V- ((h+C)< Vi — —wvc— —(h+C)V¢)¢> +9¢

9 | 1 Voo 2(h+0)V \V ’

‘E(h +0)*(Ve)* + —wQ(VC)
2

1
o+ (5 - gg)(h +QUVC -V

+9- (0 + (570 - Ve - 30+ Ove)s ) +oc
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% 1 (v v ove - —w<>2
ot 2

0% = (e QTP = S+ QUVC - Vi + U (VC)

+V-<<h+<>( w——wvc——<h+c>w)w>+gc -0,

Jip

— +

1 2 e
o §(w—§<h+<)vw—§wc>+ 92+ (5 +

90
— 45 (0 + Q0 + 20+ QuVE Y+ 03V 0P?)

)P0

+9- (0 + (570 - Ve - 504 OVE)u) +ac = 0,

dp 1 2 2
S5 (TSt ave-Zuw)

+2(142(v0) )w2 ((h FOV+ovC)
V- ((h + c)(%w - 1—5¢v¢ - 3(h + g)vw)zp) +g¢ = 0. (E18)

The elliptic equation (E.12) becomes

QPVe . VC + ( K® 4 (W)z@p)) W+ V¢ - ROV
_v. (F(’”W + POV, R@)zpvg) _—

“2(ht OV VCH 2 (4 O+ = (h+ QWO + (4 PV Ty
—v'<15<h+<> Vi - 3(h+ Pt 5+ OPUVE) = 0,

1

(h+ Qv+ <§ + 1—75(V<)2> - <3(h+<)w+

2(h+ 07 c)-w

+V - <§(h +¢)*Vp - é(h +Q)*YV¢ - 135(/1 + <>3w) = 0. (E.19)

E.3 Calculations for the cosine-hyperbolic shape function

The cosine-hyperbolic vertical shape function (3.17) is given by
O = cosh(k(h + 2)) — cosh(r(h + ), (E.20)

with k(z,y) denoting a shape parameter.
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The integrals (3.6) can be calculated?” by substituting the shape function:

¢

o = [ a0re ae
—h
¢

= /—h (cosh(k(h + 2)) — cosh(k(h + ¢)))? dz

¢ ¢ ¢
= / (cosh(k(h + 2)))? dz — 2/ cosh(k(h + 2)) cosh(k(h +()) dz + / (cosh(k(h + ¢)))? dz
—h —h —h
1¢ ¢
= [i sinh(k(h + 2)) cosh(k(h + z)) + h ;_ ] — 2cosh(k(h +()) [% sinh(k(h + z))}
z=—h z=—h
+(h 4 ¢)(cosh(k(h +¢)))?
- i sinh(k(h + ¢)) cosh(x(h + C)) + %(h +2)— % cosh(x(h + ¢)) sinh(x(h + €))
+(h + ¢)(cosh(r(h +()))?
= —% sinh(k(h + ¢)) cosh(k(h + ¢)) + %(h + 2) + (h + ¢)(cosh(k(h + ()))*; (E.21)

< 1

() —
Gl o ac dz
= /C (—rsinh(k(h + ¢)))?* dz
—h
= &2(h + )(sinh(k(h + )))?; (E.22)
¢ ple) £lo)
(© _ fm_ fn
Kmn N —h 0z 0z dz
= /C (ksinh(k(h 4 2)))? dz
—h
¢
= K [i sinh(k(h + 2)) cosh(k(h + z)) — hte
2K e h
= %/{ sinh(k(h + ¢)) cosh(k(h + ()) — %/12(h +(); (E.23)

*"The following holds: [sinh(z)dr = cosh(z) + ¢, [sinh(z)dz = cosh(z) + ¢, [(sinh(az))’dr =

= sinh(az) cosh(az) — £ + ¢ and [(cosh(az))’dz = 5= sinh(az) cosh(az) + £ + c.
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¢
N

“h

¢

= /_h (cosh(k(h + z)) — cosh(k(h + ())) dz
1 ¢
= [E sinh(r(h + z))] T (h + ¢) cosh(k(h +Q))

_ % sinh(r(h + ) — (h + ¢) cosh(r(h + C))

o  sinb(i(h £ Q)Y
= —(h+Q) <COSh(/€(h +¢)) w(h+0) ) ; (E.24)
¢ ¢lo
@ — [ Im
©m /—h ¢ o
= /C —rsinh(k(h + () dz
—h
= —r(h+ ¢)sinh(k(h +()); (E.25)
¢ ¢l
(© _ fm” o)

¢
= /_h —rsinh(k(h + C)) (cosh(k(h + z)) — cosh(k(h +())) dz

= [—sinh(k(h + {))sinh(k(h + z))]gz_h + k(h 4 ¢) sinh(k(h + ¢)) cosh(k(h + z))

) sinh(k(h + ()))

= h h(x(h h(x(h - ). E.26
-+ Q) sin(s(h-+0) (coshln(h +0) - T (8.26)

The following abbreviations were introduced during the calculations:
D = cosh(k(h+0))— m;(&(—izg)) (E.27a)
S = sinh(k(h+()), (E.27b)
C := cosh(k(h+()). (E.27¢)

The results can now be summarized as

F'9 = —§ESC+§(h+C)+(h+§)C ) (E.28a)
G = k*(h+()S? (E.28Db)
K© = % KSC - % W2 (h+ 0), (E.28¢)
PO = _(h4¢)D, (E.28d)
QY = —k(h+0)S, (E.28¢)
RY = k(h+()SD. (E.28f)
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The variations to ¢ of these six functionals have to be calculated also. We have ((h + () D) =
C+h+rS—C=k(h+()S,S =kCand (' =kS. Then we get

F'©) = 2k(h+¢)SD, (E.29a)
GO = R2S? 12k (h+Q)C S, (E.29b)
K'© = 282 (E.29¢)
P = —k(h+¢)S, (E.29d)
QW = —k2(h+¢)C—kS, (E.29¢)
RO = g2 (h+¢)(C*+8?) —rCS. (E.29f)

Equation (3.7) for mass-conservation is derived using the parameters (E.28) as

V(e + POV £ QUuTC) = 0,
%+V ((h+C)ch (h+{)DVY —k h+CS¢VC> = 0,
o

ot
% v (( ((n+¢)

ot

%Ly, ((h+c)(w DVq/z—/@SszC) _—
) _— (E.30)

with U the depth averaged velocity (D.6).
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The Bernoulli-like equation (3.8) becomes

0 1 1 1 1
S+ 5(V9) + gC + S PO (Vo) 4+ SGOPAVO)? + S K O

+P OV Vi + QY - V¢ + REOYVE - Vi
V. <Q(C)¢V<p + ROV + G“WW)

%—f + %(V@Q +9C+k(h+)SD(VY)? + % (k28?4 2K (h+ ) C S) P*(V()?
+1m2 S*Y? —k(h+()SVe - Vi — (K2 (h+ () C+rS) YV - V(¢

2
+ (K (h+¢) (C* 4+ 8%) —kCS) YV( -V

V. (_K(h+C)S¢V<p+/<;(h+C)S’D¢V¢+/€2 (h+C)32¢2VC>
dp 1 1 1 1
S+ 5(Ve) 4+ 3DV 4 51* S (VC) + g — 5DX(V4)?

+5 (h+ ) SD(VY)? 4+ k3 (h 4 ¢) C S (V¢)?

+%H2 S —k(h+¢) SV -V — k2 (h+¢)CYVp -V — kSYVy - V(
+#% (h+¢) (C*+ S?) YV( - Vi) — kCSYVC - Vi

4V <H (h+¢) St (w — DV — nswg)>

dp 1

o T3 (Vo =DV - K SYVE)? + DV - Vip + kSYVp - V¢ — kSDYVY - V + g¢

5DV 5 (h+ Q) SD(VY) +° (h+()C S (V)?

+%H2 S —k(h+¢)SVp -V — k2 (h+¢)CYVp -V — kSYVy - V(
+62 (h 4+ OCPYVC -V + k2 (h + O)S*YVE - Vip — kCSYVC - Vi

v <H (h+ ) Sy (w — DV — nswg)>

g—‘f + % (Vi — DV — 6 SYV()® + g¢ + %FF S*® + %DQ(vW
—k(h+C¢) SV -V + DV -V + k (h+¢) SD(Vy)? — D*(Vih)?

+52 (h 4 Q)S*YVC - Vb — kSDYVp - V¢

S ) 3 2 2
_ m) YV E -V + k3 (h+¢) C SY(VC)

+V - </{ (h+C) $¢<w DV — mswg)>

—k2(h+C)CYVy - VC+ k2 (h +C)C (c
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090

m

DV
—H(h+<)s<w— ﬁm?)g

—k(h+¢)U- ((5 - ﬁ)w + /-iC?/)VC) +V

— DV +

The elliptic equation (3.10) becomes

1 (v — DV — kSYVE) + gC + %/ﬁ S%y? + %192(%;))2

k(h+()S

D2y DSYV
Y eSeve 4 W

— mszp?vg) -V

K2 (h +¢) Cy (Vo — DV — kSPVC) - V(

+V - (n(h+<)8¢<V¢—DV¢ - RS«WC))

Oyp
ot

Q) V- V¢ + KDy 4+ GOp(VE)?+ ROVE -V

-V <F(C)V1/J + POV + ROV

)

—k(h+¢) 8V -V(+ (%mSC—%mz(lﬂ—C))w
+52 (h + ¢) S*Y(VCO)* + K (h+ () SDV( - Vi
-V <<—§3$c+ (h+¢)+ (h+<)c2> V¢—(h+C)DV¢+m(h+C)SD¢VC>
—k(h+ ) SV -V +k(h+ () SDVE- Vi + K2 (h+ () S*Y(V()?

b5 R(SC—R(h+0) 0+ V- (h+ DV~ k(h+)SDYVC)

| 11 1
4V <<—(h+C)C +2;SC—§;SC—§(h+C)>V
)

l\3|>i

*V'<<*h+o<c‘nm+<ﬂ2+m2

—k(h+¢)S (Vo — DV — kSYV() -
+%/€(SC —k(h+ )+ V- ((h+)D (Ve — kSYV(

=

82

k(h+ ()

—k(h+¢)S (Vo — DVY — kSYV() -V

K(SC—k(h+0)Y+V-((h+{)D (Ve —rSPVC)
S S? 11
(h+¢) 2k

(0
SC— %(h+()> V)
)

~D(h+C) — ghlh+ )~ 56€) V)
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v¢
)

)
)
)

+5 U2+ 9+ 5 ﬁ2s2¢2+ D2(v¢)

(E.32)

. (/{(h + C)SU¢)



E.4 Calculations for the linearized Hamiltonian

In (4.13) the linearized Hamiltonian is given for the general series model (4.2) with M = 1.
The integral over the vertical domain is evaluated as

Mo = ff (cU-w+ Lg(c - h2>> dz dy

// / < )+ Ve VYt 5 (fW) (f’¢)2>dz dz dy

- // (gU Vo + 59(42 - h2)> dz dy

+// (%h(Vgﬁ)z—l-(/_if dz)VsD'VT,Z)-I-%(/ £ dZ)(V¢ / i dz 1/)2>dﬂcdy

— // (gU Vo + 19(42 - h2)> dz dy

/ / ( — WDV - Vip + No (Vip)? +%M0¢2>dmdy

_ // (gU Vet 5g(c2 - h2)> da dy

1 1 1 1
+ // <§h (Vo — DyVep)? — §h2>§(w;)2 + 5/\fo (Vip)? + §Mo¢2>dx dy

— [[ (cU- Vot 3 (To - DTV + 5 (o nDE) (T + g +

Use has been made of the following functionals:

1 0

Dy = ——/ fdz, (E.34a)
hJ-n
0

My = / f? dz, (E.34b)
—h
0

M = / f? dz. (E.34c¢)
—h

To write the linearized Hamiltonian system (4.14) in the basic variables, the variations of the
linearized Hamiltonian (4.15) have to be calculated. The variation w.r.t. ¢ is given by

0, Ho = / (CU - Vop + h (Ve —DyVip) - Vi) dx dy
S / (V- CUSp+ V- h (Vo — DoVib) 60) da dy. (F.35)
The last equality is obtained by applying Green’s theorem. Because there are no boundaries

specified yet in the horizontal plane, the variations at the horizontal boundaries are taken
zero and therefore there are no boundary integrals. The variation w.r.t. ¢ is given by

d¢Ho = / (U -V 6¢ + g¢ C) dx dy. (E.36)
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And the variation w.r.t ¢ will be
SpHo = / / (h (Vo — DoY) - (=DoVéy) + (No — kD) Vi - V§p + Mopdrp) dz dy
= / / (V- hDy (Vo — DoVi)) 8 — V - ((No — hD§) Vap) 0 + Mopdy) da dy. (E.37)

Substituting these variations in the linearized Hamiltonian system (4.14) gives

%+V-((U+hV¢—hPOV¢) = 0, (E.38a)
‘;_f L U-Votgl = 0, (E.38D)
Mo+ V- (hDy Vo =Ny Vy) = 0, (E.38c¢)

the three basic equations for the linearized general variational Boussinesq model.
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F Positive model parameters

In the model equations, some parameters of the vertical shape models are used. In this
chapter the sign of these parameters will be investigated.

For the cosine-hyperbolic model, the parameters (4.21) read

sinh(kh)
kh

M(()C) = %/{ sinh(kh) cosh(kh) — %/{2h, (F.1b)

D(()C) = cosh(kh) — (F.1a)

c 1. 1
Né ) = —g; sinh(kh) cosh(kh) + §h + h (cosh(kh))?. (F.1c)

The Taylor series of the hyperbolic functions are given by

x2n+l

(2n + 1)V

NE

sinh(z) = (F.2a)

n=0

cosh(z) = Z v i (F.2b)

With the double angle formulas®®, we get

c 1 . 1
Né ) = —Z; sinh(2kh) + h + §h cosh(2kh)

31 = (260)2HE 1 X (2kR)%
= AR )
h- 4&2 G T2 2

_ h+z_3 22” 2nh2n+l+i 22n /{2nh2n+l
|
= ot 2(2n)!

22n—1 22n—1
-3
2n)! ~ “@2n+ 1)

> 2l ot
= 1-— MpenTL F.
Z < 2n—|—1> (2n)!/€ (F.32)

n=1

) K/2nh2n+1

Note that we have h > 0, so h2"T!1 > 0. Because n € N we have k2" > 0 and 2(2 I > 0. For
the first term it holds that?® 1 — > 0forn=1,2,3,.... Therefore, we have Néc >0
with M9 = 0 iff b = 0.

@n+1)! +1)

*The double angle identities are sinh(2x) = 2 sinh(zx) cosh(z) and cosh(2x) = 2 cosh?(z) — 1.

2%For n > 0 we have 1 — +1>0<:>1> Sn+l1>3e2n>2n> 1.

2n 2+1
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Similarly,

oo

D

n=0

(2l€h)2n+1

(2l€h)2n+1
(2n+1)!
22n—1
(2n +1)!

Mg »hmll—t»lkw

1
Y
n14

hE

[y

n

We see that ./\/l(()c) > 0 with M(()C) =0iff kh =0.
)

Similarly the parameter D(()C can be written as

D

1

1
—ksinh(2kh) — 3

(2n +1)!

2(n+1) B2+l

k*h
1
— 5:‘12}1

11 1
—k=rh — =K?
175" 2/111

(F.4)

1 & (/-ih)2"+1

rh = (2n +1)!

(ssh)>" (F.5)

2n +

<1_

So we also have D(()C) >0 and D(()C) =0 iff kh =0.

n=0
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G Pressure terms

The model starts with the Euler equations (2.1), which results in the model equations (5.1),
which are related to the shallow water equations (3.11). In this chapter, the relation between
the Euler equations and a part of the shallow water equations is presented. This will also
give rise to the pressure pulse used for modelling ships (see Section 4.6).

Let’s consider the third Euler equation:

ow ow ow ow 190p
— — — = ——— —g. G.1
8t+ 8x+vc‘9y+ 0z p Oz g (G-1)
Assuming slowly varying vertical velocity w , so zero derivatives of w, we have
dp
£ — _ G.2
% pg, (G.2)
the hydrostatic equation. Integration from a depth d (so —h < d < () to the surface { gives
p(Q) —p(d) = —pg(¢ —d). (G.3)

Because one can take the atmospheric pressure zero (see Section 2.2), we have p({) = 0 and
therefore

p(d) = pg(¢—d), (G.4)

the hydrostatic pressure at depth d. Note that we have Vp = pgV(.
The Euler equations in the horizontal plane can now be rewritten to the shallow water equa-

tions. Assume wg“ = wg” = 0 and substitute the hydrostatic pressure. This results in

ou ou 8u 8(
ov ov 81) aC
- — fo— = 0 G.6
ot T ar TV Ty ’ (G.6)
which are (together with the continuity equation) the shallow water equations.
Let’s consider the pressure as the sum of a hydrostatic pressure and a pressure pulse: p =

DPh + ps. Substituting this in the 2D-Euler equations gives
ou ou ou ¢ 10ps

o +u U +v oy = 95, 00z’ (G.7)
ov ov ov ¢ 1 0ps
o "Mox oy T ey poy o8

Similar to the derivations in Chapter 4, applying the velocity potential (2.9) and the lin-
earization results in

0 [0y Op oo\ 0 Ps
8$<8t+U8 +V8y> = o (ng)’ (G.9)
0 (Op Oy oo\ 0O Ps
8y<8t+Uax+V8y> - ay<gg+p>. (G.10)
This can be written as
0y B Ps
ot +U -Vp+g9¢( = o (G.11)

This equation is the Bernoulli equation (4.17b), but now with a source term consisting of the
pressure pulse of the ship.
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H Derivation of the incomplete Cholesky decomposition

In Section 10.2, a derivation of the incomplete Cholesky decomposition is presented. Detailed
calculations used in the derivation will be shown in this chapter.

For convenience, we will look at an incomplete LU-decomposition instead of an incomplete
Cholesky decomposition. The Cholesky decomposition is obtained by substituting U = LT
The incomplete decomposition M of the matrix S is given by

M = (D+L)D YD +U), (H.1)

with D a diagonal matrix, L a strictly lower triangular matrix and U a strictly upper triangular
matrix. The sparsity pattern of L + D + U equals the pentadiagonal sparsity pattern of S.
SODU :OVZ#j, Lij :OV1¢{]+1,j+p} andUij :OVZgé {j—l,j—p}, Withp
denoting half the bandwith of S.
Writing out the matrix multiplications and using the diagonal pattern of D~! yields
n
Mij = > ((Dik + Lix) Dy} (Dyj + Uy)) -
k=1
The banded structure of D 4+ L and D + U, i.e., (D + L);; = 0 for i —j € {0,1,p} and
(D+U);; =0 for j —i € {0,1,p}, yields

M;; = > ((Die + Li) Dy (Dyj + Uyy)) -
The sparsity pattern of M is shown in Figure 5 and reads M;; = 0 for all nodes (,7)
with ¢ —j ¢ {-p,—p+ 1,-1,0,1,p — 1,p}. Therefore, M;; will be writed out for j €
{i—p,i—p+1,i—1,i,i+1,i+p—1,i+ p} in the following calculations.
Mii—p = > ((Dit + Lit) Dyt (D ip + Uk i—p))
ke{i—p,i—1,ii—p,i—p—1,i—2p}

= Y ((Dir+ Lir) Dyt (Dri—p + Uki—p))

ke{i—p}
= Li,i—pDi_—lp,i—pDi—p,i—p
= Li;p
Miipr1 = Z ((Dik + Lix) Dyl (Dii—p1 + Ugi—pt1))

ke{i—p,i—1,i,i—p+1,i—p,i—2p+1}
—1
= Y ((Dik+ Lin) D (Dii—pi1 + Upiepi1))
ke{i—p}
_ . -1 o
- LZ,Z—pDi—p,i—pUZ—Pyl—p'f‘l

M1 = Z ((Dig + Lig) Dy (Dgi—1 + Uk i—1))
ke{i—p,i—1,i,i—1,i—2,i—1—p}

= > ((Dix+ Lin) Dy (Drim1 + Ui-1))
ke{i—1}

= LD, 1 Di11

= Li;1
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My = Z ((le + Lik)D,;kl(Dki + Ukz))
ke{i—p,i—1,ii,i—1i—p}
= Z ((Dik + Lir) Dy} (Dii + Ugy))
ke{i—pi—1,}
= Li,i—pDi__lp’i_pUi—pJ + Li,i—lDi__ll,i_lUi—l,i + Dy D;; ' Dy

= Li;pDY . Ui pi+ Li,i—lDi__ll,i_lUi—l,i + Dj;

i—p,i—p

M1 = Z ((Dik + Lir) Dyt (Dyigr + Ukyiv1))
ke{i—p,i—1,,i+1,i,i+1—p}

= > ((Dit + Lit) Dyl (D1 + Urisn))

ke{i}
= DyD;;'Uiin
= Uit
Miitp—1 = > ((Dik + Lik) Dyt (Dieyip—1 + Unjisp-1))

ke{i—pyi—1,i+p—1,i+p—2,i-1}
= Y ((Di+ Lit) D (D ivp1 + Uk ipp-1))
ke{i—1}

-1
= Li,i—lDi_l,i_l Uz’—l,i—l—i—p

Miivp = > ((Dir + Lit) Dyl (Dictp + Uniyp))
ke{i—p,i—1,i,i+p,itp—1,i}

= > ((Dit + Lit) Dl (Drisp + Ukitp))
ke{i}
= DyuD;'Uiityp
= Uiitp
As explained in Section 10.2, M;; = S;; for j € {i — p,i — 1,4+ 1,7 + p} is used. Than, the
main diagonal is given by

M;; = Si,i—pDi__lp’i_pSi—pJ + Si,i—lDi__ll,i_lsi—l,i + Dy
2 ~1 2 -1
= SiipDiZ,ip T SiiciDisy i1 + D, (H.2)

where S is assumed to be symmetric, so reducing to a Cholesky decomposition.
The fill-in elements are given by

Miip1 = Si,i—pDi__lp,i_pSi—p,i—p+17 (H.3a)
Miirp—1 = Sii-1Di ;1 Siotitp-1- (H.3Db)

Now we have all elements of M as a function of S and D. How to choose the diagonal D has
been explained in Section 10.2, resulting in the relaxed incomplete Cholesky preconditioner.
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I Flop count for the RRB-k preconditioner

In Section 11.2 the parameter k£ has been chosen such that the number of flops is minimal.
The derivation of the number of flops needed for the RRB-k method will be presented in this
chapter.

At each iteration of the PCG-method, the preconditioned residual z = M ~!r has to be solved.
For the RRB-k preconditioner, we have M = LDL” with the last block of D according to a
complete Cholesky decomposition on the maximum level k.

A domain of N, x N, nodes is considered, with a maximum level of N¥ x Nf nodes. The
operations +, -, *, / all count for one flop.

First, the equation Lz = y is solved with forward substitution. Because the first level black
nodes are eliminated in all RRB-k methods, they don’t have to be considered. The remaining
red first level red nodes not in second level are solved with 4 -2 flops for each node, so in total
4.2.L. 1. N1 NZ}. For the levels p with 1 < p < k, we need 4 - 2 flops for all black points
and 4 - 2 flops for all red nodes not in the next level. In total, we get

k—1
1 1
— 1 1 2:

1\p-1
- 2-Nx-Ny+GZ(Z) "N, - N,
p=2
11— (!
= 2N, N,+6 1741—1 N - N,
T4

_ <4 . 8<i)k_l> ‘N, - N,.

The second part is to solve Dz = y with D a diagonal matrix. This yields one flop for all
nodes not in the maximum level. So (3N} — NF) - (%Ng} - N;) = (3 —(3)1% N, - N,
flops. For the nodes of the maximum level, the solution from the Cholesky decomposition is
substituted.

The third part is to solve LT2 = y with backward substitution. This is similar to the first
part. It also takes (4 — 8(3)*~1) - N, - N, flops.

At the maximum level, a system GG”y = z has to be solved, with G lower triangular matrices
from the complete Cholesky decomposition. The algorithm for solving Gx = b with forward
substitution is given by (neglecting the sharper bounds in the loops):

for:=0,1,2,... , N—1
fork=i—b,...,i—1
Ti = Tj — Sii—kTk
end
ﬂfizmi/sio
end

(L1)

With N = NF x N; denoting the number nodes in the maximum level and b = min(N¥, N;)
denoting the bandwith of the last Schur complement, the number of flops is given by (2b+1)N.
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Solving GTx = b with backward substitution uses the same number of flops. So together, it
is 2N (b + 1) flops for solving the Cholesky decomposition on the maximum level.

One can write N = n and N, = an with @ > 1, than N} = (3)P"In, N} = ()*~lan, N = an?
and b = n. The number of flops used for the several parts of solving the preconditioned system
can than be summarized as follows.

equation | #flops

Lxr=y éian2 — S(mi
Dz =y 5(1112 — an%

LTe=y |4an®— 8an?

Gr=y ani(2ny, + 1)
GTe =y |ani(2n; +1)

Solving the RRB-part uses S%an2 — 17anz and the Cholesky part 4an2 + Qanz flops. In total,
the solve function uses 8%an2 — 15ani + 4an% flops.

To minimize to total amount of flops, we set the derivative w.r.t ny to zero: 12an%—30ank =0,
which has solutions n; = 0 and ny = % = 2%.

So, for minimal flops one has to choose n; = 2, i.e. the maximum level must have size 2 x m,
with m > 2 according to the domain.
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J Influence of rounding errors on the deflation method

In Section 14.2, it has been shown that the residual is decreasing monotone in the PCG-
method. For the deflation method, the same monotone decrease of residual is observed.
However, in some tests of the deflation method an instability occured. The deflated ICCG
method was applied to an open sea with a trench in it. The DICCG-method of the in C++
implemented wave model resulted in a nonconverging residual. While a similar implementa-
tion in Matlab resulted in a converging method. When zero deflation vectors were chosen, no
instability occured. So the instability is due to the use of deflation. In Figure 21 the norm of
the residual is given, showing a clear difference between the two experiments.

T T E|
—=o6— calculated stencil|q
—*—— stored stencil 1

10 B

10°

Euclidean norm of residual
=
o
T

-3
10 ! ! ! ! ! ! ! ! !

CG-iteration

Figure 21: The residual in the DICCG-method with 42 subdomains, on an open sea with a
trench and 128 x 128 nodes.

In most test problems, the bathymetry is given by an input file. The matrix is than calculated
inside the wave model, as well as the right hand side and the initial solution. For this case, the
calculated matrix and right hand side are stored in a file. In the simulation, the matrix and
right hand side are loaded from this file. However, due to a small implementation error, the
deflation method used the matrix calculated from the depth profile, while the preconditioner
and CG-iteration used the loaded matrix. The values in the files are single precision, while the
wave model calculates with double precision floating numbers. This implies a small rounding
error in the calculated stencils and the loaded stencils of the matrix.

Aplying the stored stencil to both deflation and CG gives a monotone decreasing residual.
The same is the case for applying the calculated stencil to the whole deflated CG-method. So
the small difference in the matrix used by the deflation method and the matrix used in the
PCG-method resulted in the instability.

The observed instability of the deflated ICCG-method is due to a small implementation error.
But it shows that one should be carefull with rounding errors, which will always occur in the
finite-precision calculations of a computer.
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